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To our friend Larry Lessig
The new technologies will bring “every individual... into immediate and effortless communication with every other,” “practically obliterate” political geography, and make free trade universal. Thanks to technological advance, “there [are] no longer any foreigners,” and we can look forward to “the gradual adoption of a common language.”

The invention of the telegraph inspired these words. One hundred years later, another technological revolution inspired their resurrection. In the 1990s, academics, corporate executives, and pundits of all stripes viewed the Internet as the leading edge of a new globalization that was eroding the authority and relevance of national governments. The Internet’s arrival seemed to herald a new way of ordering human affairs that would free us forever from the tyranny of territorial rule.

This book depicts the fate of these ideas. It tells the story of the Internet’s challenge to nation-state rule in the 1990s, and the ensuing battles by national governments to assert control over the great borderless medium. It is the story of the death of the dream of self-governing cyber-communities that would escape geography forever. It is also the story of the birth and early years of a new kind of Internet—a bordered network where territorial law, government power, and international relations matter as much as technological invention.

By the mid-2000s, where our story ends, the network had undergone profound changes. The American-dominated English-language
Internet of the 1990s had grown to reflect the different values, languages, and interests of hundreds of millions of new users around the globe. The Internet’s architecture had been shaped by the whims and obsessions of powerful governments in the United States, China, and Europe. And questions of Internet governance had come to be characterized by clashes among the great powers and their network ideologies.

Three themes emerge from this narrative. The first is that even for the most revolutionary global communication technologies, geography and governmental coercion retain fundamental importance. In the 1990s, many believed that nations could not control the local effects of unwanted Internet communications that originated outside their borders, and thus could not enforce national laws related to speech, crime, copyright, and much more. But the last ten years have shown that national governments have an array of techniques for controlling offshore Internet communications, and thus enforcing their laws, by exercising coercion within their borders.

Our second theme is that the Internet is splitting apart and becoming bordered. Far from flattening the world, the Internet—its language, its content, its norms—is conforming to local conditions. The result is an Internet that differs among nations and regions that are increasingly separated by walls of bandwidth, language, and filters. This bordered Internet reflects top-down pressures from governments that are imposing national laws on the Internet within their borders. It also reflects bottom-up pressures from individuals in different places who demand an Internet that corresponds to local preferences, and from the web page operators and other content providers who shape the Internet experience to satisfy these demands.

Many lament the death of the borderless Internet. Our third theme is that, contrary to what many expect, the geographically bordered Internet has many underappreciated virtues. Citizens want their government to prevent them from harming one another on the Internet and to block Internet harms from abroad. Companies need a legal environment that guarantees stability in the network and permits Internet commerce to flourish. The bordered Internet accommodates real and important differences among peoples in different places, and makes the Internet a more effective and useful communication tool as a result.

There are downsides to the bordered Internet. As governments increase their control, they replicate their vices on the Internet.
Authoritarian China has used the network as a device of political control and economic self-aggrandizement. Even in democratic societies, government interventions on the Net can reflect the corruptions and imperfections of the political process. We do not discount these and other vices. But we do think that the death of the 1990s vision of an anarchic Internet should be mourned only a little, for on the whole decentralized rule by nation-states reflects what most people want. Something has been lost, but much has been gained.

The Internet age is characterized by the incessant search for the newest "new thing." Our story, by contrast, is about old things—the enduring relevance of territory and physical coercion, and ancient principles governing law and politics within nations, and cooperation and conflict between them. Territorial government is a persistent fact of human history that accommodates humanity in its diversity and allows it to flourish. Behind the mists and magic of the Internet lies an older and stronger order whose relevance remains inescapable.
Contents

1 Introduction: Yahoo! 1

Part 1
The Internet Revolution

2 Visions of a Post-Territorial Order 13
3 The God of the Internet 29

Part 2
Government Strikes Back

4 Why Geography Matters 49
5 How Governments Rule the Net 65
6 China 87
7 The Filesharing Movement 105

Part 3
Vices, Virtues, the Future

8 Virtues and Vices of Government Control 129
9 Consequences of Borders 147
10 Global Laws

11 Conclusion: Globalization Meets Governmental Coercion

Acknowledgments

Frequently Used Abbreviations

Notes

Index
Marc Knobel is a French Jew who has devoted his life to fighting neo-Nazism, a fight that has taken him repeatedly to the Internet and American websites. In February 2000, Knobel was sitting in Paris, searching the Web for Nazi memorabilia. He went to the auction site of yahoo.com, where to his horror he saw page after page of swastika arm bands, SS daggers, concentration camp photos, and even replicas of the Zyklon B gas canisters. He had found a vast collection of Nazi mementos, for sale and easily available in France but hosted on a computer in the United States by the Internet giant Yahoo.\(^1\)

Two years earlier, Knobel had discovered Nazi hate sites on America Online and threatened a public relations war. AOL closed the sites, and Knobel assumed that a similar threat against Yahoo would have a similar effect. He was wrong. AOL, it turned out, was atypical. Located in the Washington, D.C. suburbs, AOL had always been sensitive to public relations, politics, and the realities of government power. It was more careful than most Internet companies about keeping offensive information off its sites.

Yahoo, in contrast, was a product of Silicon Valley’s 1990s bubble culture. From its origins as the hobby of Stanford graduate students Jerry Yang and David Filo, Yahoo by 2000 had grown to be the mighty “Lord of the Portals.” At the time, Yahoo was the Internet entrance point for more users than any other website, with a stock price, as 2000 began, of $475 per share.\(^2\) Yang, Yahoo’s billionaire leader, was confident and brash—he “liked the general definition of a yahoo: ‘rude,
unsophisticated, uncouth.”

Obsessed with expanding market share, he thought government dumb, and speech restrictions dumber still. Confronted by an obscure activist complaining about hate speech and invoking French law, Yang’s company shrugged its high-tech shoulders.

Mark Knobel was not impressed. On April 11, 2000, he sued Yahoo in a French court on behalf of the International League against Racism and Anti-Semitism and others. Yahoo’s auctions, he charged, violated a French law banning trafficking in Nazi goods in France. “In the United States [these auctions] might not be illegal,” said Knobel, “but as soon as you cross the French border, it’s absolutely illegal.”

Ronald Katz, a lawyer representing the French groups, added, “There is this naïve idea that the Internet changes everything. It doesn’t change everything. It doesn’t change the laws in France.”

Yahoo received a summons from Le Tribunal de Grande Instance de Paris, Judge Jean-Jacques Gomez presiding. “The French tribunal wants to impose a judgment in an area over which it has no control,” reacted Jerry Yang. Yang’s public relations team warned of the terrible consequences of allowing national governments to control content on the Internet. If French laws applied to a website in America, then presumably so would German and Japanese regulations, not to mention Saudi and Chinese law. “It is very difficult to do business if you have to wake up every day and say ‘OK, whose laws do I follow?’” said Heather Killen, a Yahoo vice president. “We have many countries and many laws and just one Internet.”

Jerry Yang embraced 1990s conventional wisdom in thinking that Judge Gomez could legitimately exercise power only in France, and could not control what Yahoo put on its servers in California. French officials, he thought, simply had no authority over a computer in the United States.

Yahoo’s Nazi web pages also seemed hard for French officials to stop at the French border. “The volume of electronic communications crossing territorial boundaries is just too great in relation to the resources available to government authorities,” wrote David Post and David Johnson, two proponents of a “sovereign” Internet. Even if French officials identified and blocked the offending offshore website, the same information could be posted on mirror sites outside France.
Moreover, the Internet's decentralized routing system was designed to carry messages from point to point even if intermediate communication exchanges are blocked, damaged, or destroyed. "The net interprets censorship as damage, and routes around it," John Gilmore famously declared. To keep out the Nazi pages France would need to shut down every single Internet access point within its borders—seemingly an impossible task. And even this wouldn't have worked, because determined users in France could access the Net by a telephone call to an Internet access provider in another country.

For these reasons, the Internet seemed in the 1990s to have shattered the historical congruence between individual conduct and government power. Some, like Jerry Yang, were sanguine about this development. But many were alarmed. In the midst of the Yahoo trial, Paul Krugman wrote a New York Times column about the Net's threat to traditional copyright and tax laws. Internet technology is "erasing boundaries" and undermining government power, he warned. "Something serious, and troubling, is happening—and I haven't heard any good ideas about what to do about it." In the late 1990s, there was broad agreement that the Internet's challenge to government's authority would diminish the nation-state's relevance. "It's not that laws aren't relevant, it's that the nation-state is not relevant," argued Nicholas Negroponte, the co-founder and director of MIT's Media Lab. "The Internet," he concluded, "cannot be regulated."

Yahoo's fearlessness before Judge Gomez thus seemed justified. By the standards of the day, Knobel's effort to stop Yahoo from violating French law seemed dated, ridiculous, and destined to fail.

Paris's Tribunal de Grande Instance is on the Île de la Cité, the cradle of Parisian civilization, just a few blocks from the Notre Dame Cathedral. It is housed in the beautiful but haunting Palais de Justice, where Marie Antoinette and thousands of others were incarcerated before being guillotined during a different revolution. It was in this ancient building that Yahoo's lawyers would defend the Internet's conventional wisdom against the tradition and glory of the French State.

In Judge Gomez's courtroom, it became clear that the irrelevance of the nation-state would not go uncontested. Knobel's lawyers asserted that France had the sovereign right to defend itself from the sale of illegal Nazi merchandise from the United States, and asked
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Yahoo to explain why it ought be exempt from French law. As one anti-Nazi lawyer put it, “French law does not permit racism in writing, on television or on the radio, and I see no reason to have an exception for the Internet.”

This simple argument threw Yahoo on its heels. If Yahoo caused harm in France, why should it be any more immune from regulations in different nations than “real-space” multinational firms? The Ford Motor Company must obey the varying safety and environmental laws of the many countries in which it sells cars. Why should Yahoo be exempt from laws in the countries where it does business?

Yahoo responded with an “impossibility” defense. If Ford found French environmental regulations too costly, it could stop selling cars in France without suffering harm in other markets. But Yahoo claimed that its situation was different. It maintained a French-language website (yahoo.fr) that complied with French law. But it also had a U.S. website that the French could visit. And unlike Ford, Yahoo argued, it had no power to identify where in the world its “customers” were from and thus no control over where in the world its digital products go. Were Yahoo forced to comply with French law, it would need to remove the Nazi items from its U.S. server, thereby depriving Yahoo users everywhere from buying them, and making French law the effective rule for the world.

On May 22, 2000, Judge Gomez issued a decision that, on a preliminary basis, rejected Yahoo’s arguments. He ruled that Yahoo’s U.S. websites violated French law, and he ordered Yahoo “to take all necessary measures to dissuade and make impossible” visits by French web surfers to the illegal Yahoo Nazi auction sites on yahoo.com.

But Yahoo remained defiant. “We are not going to change the content of our sites in the United States just because someone in France is asking us to do so,” reacted Jerry Yang. The trial wasn’t
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over yet, and the ability of Yahoo to filter its users by geography would be the key issue. And on this issue, Yahoo felt confident. Said Yang, “Asking us to filter access to our sites according to the nationality of web surfers is very naïve.”

Yahoo’s “impossibility” argument reflected turn-of-century assumptions about the architecture of the Internet. The Net was not built with physical geography in mind. Neither Internet Protocol Addresses (each computer’s Internet ID), nor Internet domain names (such as mcdonalds.com or cnn.com), nor e-mail addresses, were designed to dependably indicate the geographical location of computers on the Net. Even domain names and e-mail addresses with geographical clues—such as toystore.co.fr, or tonyblair@gov.uk—were unreliable. The toy store web page might be located on a computer in Germany (and the data might be cached in dozens of nations), or might be sold or re-assigned to an entity outside France. Prime Minister Blair, meanwhile, could have been reading his e-mail on vacation in Italy, or while visiting the United States.

These architectural “facts” meant that users of 1990s Internet technology could not know where in the world their e-mail messages and web pages were being viewed, and thus what laws in which nations they might be violating. “In Cyberspace, physical borders no longer function as signposts informing individuals of the obligations assumed by entering a new, legally significant, place,” said Johnson and Post in 1997. One reason why it seemed unfair for France to apply its laws to Yahoo was that Yahoo didn’t know where particular users were, and thus didn’t know which laws it should be complying with.

France’s attempt to govern Yahoo seemed unfair for another reason. Internet firms and users confronted with a bevy of conflicting national laws could reasonably be expected to comply with the strictest among them in order to avoid legal jeopardy. The ultimate effect of territorial control of the Net thus seemed to be a tyranny of unreasonable governments. “We now risk a race to the bottom,” said Alan Davidson of the Center for Democracy and Technology about the Yahoo case. “The most restrictive rules about Internet content— influenced by any country—could have an impact on people around the world.”

There’s an old European joke that captures the problem. In heaven, the joke goes, you find French cooks, English government, Swiss trains,
and Italian lovers. In Hell, by contrast, you find French government, Italian trains, English chefs, and Swiss lovers. Territorial control of the Internet seemed to promise a parallel version of legal hell: a world of Singaporean free speech, American tort law, Russian commercial regulation, and Chinese civil rights.

Judge Gomez gave Yahoo two months to figure out how to block French surfers. During this recess, Cyril Houri, the founder of a fledgling American firm called Infosplit, contacted the plaintiff’s lawyer, Stephane Lilti, and told him that he had developed a new technology that could identify and screen Internet content on the basis of its geographical source. Houri flew to Paris and demonstrated his technology on Lilti’s computer. The men blinked and peered into the screen, astonished. Yahoo’s servers, which the firm had claimed were protected by the U.S. First Amendment to the U.S. Constitution, were actually located on a website in Stockholm! Yahoo had placed a constantly updated “mirror” copy of its U.S. site in Sweden to make access to the site in Europe faster.  

When the trial resumed on July 24, Yahoo lawyers again asserted that it was technically impossible to identify and filter out French visitors to the firm’s U.S.-based websites. Lilti responded by discussing Houri’s geo-location technology in the courtroom. Yahoo auctions in France, he argued, were not in fact coming from servers in the United States. The assumption that every web page was equally accessible to every computer user everywhere in the world, Lilti claimed, was simply wrong. If Yahoo could target French users from Swedish servers, it could potentially identify users by geography and, if it liked, screen them out.

Judge Gomez responded cautiously to this seemingly audacious claim and appointed three Internet experts—Vinton Cerf, the “father” of the Internet, Ben Laurie, a British Internet expert, and Francois Wallon, a French technologist—to assess the extent to which Yahoo could block transmissions into France. The experts’ report was devastating. It relied on the state of technology in late 2000—namely Houri's IP-identification technology, and self-reporting about nationality—and concluded Yahoo could effectively screen out 90 percent of French users.

Based on this report, Judge Gomez issued a landmark final decision on November 20, 2000, that reaffirmed that Yahoo had violated
French law by allowing Nazi goods to appear for sale on web pages there. The judge determined that the French court had power over Yahoo and its servers because the company had taken conscious steps to direct the prohibited Nazi auction pages into France. He pointed out that Yahoo greeted French visitors to its U.S. website with French-language advertisements. This showed both that Yahoo was tailoring content for France, and that it could to some extent identify and screen users by geography. The court acknowledged that 100 percent blocking was impossible, and ordered Yahoo to make a reasonable “best effort” to block French users.

Yahoo remained indignant. It announced that it would ignore Judge Gomez’s decision unless a U.S. court made it do otherwise. A month after the decision, it filed a counter-lawsuit in the United States meant to block the French judgment. “We hope that a U.S. judge will confirm that a non-U.S. court does not have the authority to tell a U.S. company how to operate,” said Yahoo France’s managing director Philippe Guillantonn.

But the company had a problem. While Yahoo thought it would be impossible for a French court to exercise power in the United States, Yahoo also had assets in France, including income from a sizeable French subsidiary, at risk of seizure. Judge Gomez warned the firm that it had until February 2001 to comply before facing fines of 100,000 francs (about $13,000) per day. Yahoo executives, who make frequent trips to Europe and who would be subject to legal process there, began to think things through.

On January 2, 2001, Yahoo abruptly surrendered. It pulled all Nazi materials from its auction sites, announcing that it “will no longer allow items that are associated with groups which promote or glorify hatred and violence, to be listed on any of Yahoo’s commerce properties.” It weakly asserted that it was motivated by bad publicity from the Nazi auctions, and not the French ruling. “Society as a whole has rejected such groups,” said a Yahoo spokesperson. But the timing and threat of French sanctions suggest otherwise—that Yahoo’s will had broken.

Soon after Judge Gomez’s decision, Yahoo’s resistance to geographical screening began to wane. In June 2001, Yahoo announced a deal with Akamai, a content delivery company, to use the firm’s geographical
identification technology to deliver geographically targeted advertising, in order to “increase advertising relevance.” One of Yahoo’s lawyers, Mary Wirth, had the unenviable job of explaining the firm’s contradictions on geo-ID. “We argued that . . . it’s not a 100 percent accurate solution for the French court order because we would have to identify (French citizens) with 100 percent accuracy, and that’s not possible. [However,] the technology is perfectly appropriate for ad targeting purposes.”

And then Yahoo took the next step. In 1999, it had established a new venture in a new place: the People’s Republic of China. When Yahoo first entered the Chinese market, it announced that Yahoo China would “give Internet users in China easy access to a range of Yahoo’s popular services tailored to meet the needs of this audience.” But the Chinese government had its own ideas about what its citizens needed. As a condition of market access, it eventually demanded that Yahoo filter materials that might be harmful or threatening to Party rule. The Chinese government, in effect, asked Yahoo to serve as Internet censor for the Communist party.

We do not know if there was a long internal debate at Yahoo, or whether the company searched its libertarian soul before deciding to go forward. But we do know that in 2002, Yahoo was not the brash and confident firm it had been just a few years earlier. By end of the summer of 2002, Yahoo shares, valued at $475 in 2000, were now trading at $9.71. A new and better search engine, Google, whose motto was “don’t be evil,” had become the new darling of Internet information retrieval. Yahoo had to do something, and the Chinese market looked to be the future.

In the summer of 2002, Yahoo quietly agreed to China’s demands. It signed a document called the Public Pledge on Self-Discipline for the Chinese Internet Industry in which it promised to “inspect and monitor the information on domestic and foreign Websites” and “refuse access to those Websites that disseminate harmful information to protect the Internet users of China from the adverse influences of the information.” Ken Roth, the executive director of Human Rights Watch, criticized Yahoo for promising “to identify and prevent the transmission of virtually any information that Chinese authorities or companies deem objectionable.”
By 2005 Yahoo had come full circle. The darling of the Internet free speech movement had become an agent of thought control for the Chinese government. Yahoo today provides Chinese citizens with a full suite of censored products. Its Chinese search engines do not return full results, but block sites deemed threatening to the public order. Yahoo’s popular chat rooms feature software filters designed to catch banned phrases like “multi-party elections” or “Taiwanese independence.” It also employs human and software censors to monitor chat room conversations. All this led the group Reporters without Borders in 2004 to label Yahoo a “Chinese police auxiliary.”

In the fall of 2005, Chinese Journalist Shi Tao sent an e-mail to a democracy website in the United States. He attached to the e-mail a memorandum recording a Communist party meeting that discussed ways to deal with the anniversary of Tiananmen Square. But Shi Tao made a serious mistake—he used his Yahoo e-mail account to send the document. When Chinese authorities discovered it on the website in the United States, they asked Yahoo to help identify its sender. Yahoo complied, and Tao was thrown in prison for ten years. How did Jerry Yang, the one-time champion of Internet freedom, explain his company’s new role? “To be doing business in China, or anywhere else in the world, we have to comply with local law,” explained Yang. “I do not like the outcome of what happens with these things,” Yang added. “But we have to follow the law.”

The Yahoo story encapsulates the Internet’s transformation from a technology that resists territorial law to one that facilitates its enforcement. But the Internet’s challenge to the nation-state was much more profound than the Yahoo story suggests, and the nation-state’s response has been much more complex and, at times, tentative. To understand the transformations of the past decade, we must begin by examining why so many people believed that the Internet might transcend territorial law and render the nation-state obsolete. This is the task of part 1.
Part 1

The Internet Revolution
Visions of a Post-Territorial Order

A decade before the Yahoo case, two men in different parts of America began to use the Internet for the first time. One was Julian Dibbell, a New Yorker and pop music writer who covered technology issues for the *Village Voice*. The other was John Perry Barlow of Wyoming, a libertarian, lyricist, and cattle rancher who looked the years he had spent traveling with the Grateful Dead. Dibbell and Barlow were very different people. Dibbell, born in the 1960s, was a member of what people in the '90s called Generation X. Barlow was writing rock-and-roll songs when Dibbell was born, and he never lost the passion or political purpose of the 1960s. But the two had this in common: neither were native computer geeks, and both were lucid, even lyrical writers who wanted to communicate the Internet experience to regular people. In popular magazines like *Wired* and the *Village Voice*, they did just this.

Dibbell and Barlow became the great explorers of the cyberspace age. Like Henry Stanley, the Welsh-American journalist who famously recounted his expeditions in Africa, Dibbell and Barlow had discovered an exotic place and wanted to tell others about it. As with any explorers, the tales they brought back reflected their own experience and assumptions more than objective reality. Nonetheless, these stories articulated a powerful vision: a new frontier, where people lived in peace, under their own rules, liberated from the constraints of an oppressive society and free from government meddling.

Through the writings and actions of Dibbell, Barlow, and others, this chapter and the next depict the era when it was widely believed
that cyberspace might challenge the authority of nation-states and move
the world to a new, post-territorial system. Today, notions of a self-
governing cyberspace are largely discredited. But the historical signifi-
cance of these ideas cannot be ignored. They had an enormous impact
on Internet writers and thinkers, firms, and even the U.S. Supreme
Court—an influence that is still with us today. To understand the reality
and forgotten virtues of territorial government, we must first under-
stand the possibilities and attractions of a place once called cyberspace.

Confronting Mr. Bungle

In 1993, back when "Information Superhighway" was still a popular
term, Julian Dibbell wrote "A Rape in Cyberspace." It was a story of
how "an Evil Clown, a Haitian Trickster Spirit, Two Wizards, and a
Cast of Dozens Turned a Database Into a Society." The story’s cen-
tral premise—that the Internet can evolve its own systems of govern-
ment superior to those of "real-space"—has had a lasting impact. As
the influential Internet scholar Lawrence Lessig would say years later,
"Dibbell’s story is why I teach cyberlaw."

Dibbell taught about Net self-governance through the experiences
of the virtual, interactive worlds called "multiple user dungeons," or
MUDs. MUDs, the predecessors of today’s hugely popular online
games (like EverQuest or Sims Online), were text-based worlds acces-
sible through the Internet. This was the era of the immersive Net, the
true age of cyberspace, when people logged on to build online identi-
ties and virtual homes, and more importantly, to meet and hang out
with others. Though you couldn’t actually see or touch anything (other
than a keyboard and screen), MUDs worked on something more pow-
erful: collective imagination. Users sometimes called MUDs a “shared
hallucination.”

"A Rape in Cyberspace" was a true story—the history of a real and
rather famous MUD called LambdaMOO. Physically, LambdaMOO ran
on a server near Stanford in Xerox’s famous Palo Alto Research
Center (PARC). But virtually, LambdaMOO was set up as a giant home,
open to all, located in cyberspace. Dibbell described it as "a very large
and very busy rustic mansion built entirely of words." It was here that
a thousand or so regulars, logging in from all corners of the earth,
became a virtual community. They all had made-up personalities, but their lives in the MUD, though virtual, were vividly real. Dibble—the observer soon began to love LambdaMOO and relish his life there.

Dibble’s story was about LambdaMOO’s first real social crisis. It revolved around “Mr. Bungle,” a “fat, oleaginous, Bisquick-faced clown,” whose habit was to humiliate and even “rape” other users. His tool was a tiny “voodoo doll” that allowed him to take control of people and make them do disgusting things. One victim was Legba, “a Haitian trickster spirit of indeterminate gender, brown-skinned and wearing an expensive pearl gray suit, top hat, and dark glasses.” Another was Starstinger, “a rather pointedly nondescript female character, tall, stout, and brown-haired.” Under the control of his voodoo doll, Legba was made to eat pubic hair while Starstinger violated herself with a steak knife. Bungle’s acts, while not physical rapes, were very painful nonetheless.

The antics and abuses of Mr. Bungle made MUD participants realize that their ungoverned world wasn’t working. Bungle was single-handedly wrecking what made LambdaMOO fun by bringing in the abuse and shame from which a MUD was meant to be an escape. Bungle was like the kid who won’t play by the rules and ruins everything for everyone else. As Legba wrote on the message board, “I tend to think that restrictive measures around here cause more trouble than they prevent. But I also think that Mr. Bungle was being a vicious, vile fuckhead, and I... want his sorry ass scattered from #17 to the Cinder Pile.”

While the community argued about what to do, a senior MUD administrator, known as a Wizard, took unilateral action. One day, he destroyed, or “toaded,” the wanton Mr. Bungle, permanently eliminating the character from the community. But the Bungle experience led to a kind of political awakening on LambdaMOO. Users scattered around the globe began to realize they needed rules to govern their virtual community. Slowly, hesitantly, but with increasing deliberation and self-consciousness, they created a nascent political community untied to physical space but with basic rules of voting, conduct, and dispute resolution. Dibble’s assessment was optimistic. He said, “look without illusion upon the present possibilities for building, in the on-line spaces of this world, societies more decent and free than those mapped onto dirt and concrete and capital.”
This parable of cyberjustice captured two important ideas. The first was an influential and charismatic metaphor, that of the Internet as a “place.” This metaphor, which still pervades discussions of Internet governance, originated in the early days of the Net when it did genuinely feel separate from the real world. In those days (the late 1980s and early 1990s) the Internet really was more like cyberspace. People in those days didn’t use the Net to buy books or make airplane reservations. They used it to participate in communities of people who rarely met face-to-face but who got to know one another intimately. Whether it was participating in a MUD, playing online computer games, posting to “bulletin boards,” or talking in early “chat” programs, the experience was self-contained. Whatever the consequences “there,” from swapping programming ideas or arguing about the causes of World War I, there would be no consequences “here,” in what they called “meatspace.” This autonomous and often vibrant communal experience naturally led to the belief that this place could, and should, be governed by the users that constituted it.

Dibbell’s parable was also the beginning of a constructive vision of governance liberated from physical and national identity—that is, from our actual bodies and their physical location. These ideas may seem a bit abstract, even nutty. But for many early Internet users and thinkers, they marked the deepest promise of the Internet revolution.

Everyone has a physical appearance, and everyone is born somewhere; these are two facts over which we have little control. Even in the most open real-space societies, where we are born and what we look like influence our life paths and prospects—the kind of opportunities we get, how we are treated by others, the extent to which those around us share our values and commitments. A liberal view of the good society says that individuals should be able to shape their lives as they wish, provided that such choices respect the dignity of others. Just as you choose your mate, your job, and your favorite brand of soda-pop, you should be free to minimize the relevance of how you look and where you live.

This is very hard to do in real space, within the traditional system of territorial governance. For most people, physical traits are difficult to alter, and moving to a different and more congenial geographical community—assuming one exists—is too expensive or psychologically difficult. But as the MUD experience showed, the Internet can render
these morally irrelevant physical qualities actually irrelevant. Bodily appearance and geographical location were meaningless in LambdaMOO. You could alter nearly every aspect of your identity: you could be a man or a woman, young or old, bald or bearded, whatever. With complete control over their identities, people could cluster with congenial souls to create virtual communities. This vision foresaw communities fully liberated from physical space and the constraints of physical identity—the first truly liberated communities in human history.

The Education of John Perry Barlow

John Perry Barlow has been called many things—a cyberlibertarian, a visionary, a crazy man. In the 1990s, he was the best-known and most controversial exponent of a separate legal regime for cyberspace. He styled himself the Jefferson of his age, and for many, the description fit.

Barlow, like Dibbell, was not a natural-born computer geek. He didn’t write code. He wrote lyrics for the Grateful Dead. And instead of spending time in engineering school, he raised cattle on his parents’ farm in Wyoming. His first experiences with the online world came in 1987 when, in search of a Dead Head community, he tried out the early online bulletin board Whole Earth ‘Lectric Link. As he spent time with people who lived on the Internet, he began to think of the Internet as more than a computer network. He began to think of it as a kind of a place—what he called an “electronic frontier.” It reminded him of the American West: unspoiled, self-governing, and best left to inhabitants to run as they pleased.

In the 1990s, Barlow wrote a series of columns in Wired magazine and other publications to explain the wonder of the Internet to regular people in regular language. These writings—and especially the notion of a cyberspace with its own rules—would become enormously influential. They also made the Internet, once strictly the preserve of nerds, seem cool, exciting, and intriguing.

Barlow frequently wrote in language that echoed Henry Stanley’s African diary. “Imagine” he said, “discovering a continent so vast that it may have no end to its dimensions. Imagine a new world with more resources than all our future greed might exhaust, more opportunities than there will ever be entrepreneurs enough to exploit, and a peculiar
kind of real estate that expands with development.” And “imagine a place were trespassers leave no footprints, where goods can be stolen an infinite number of times and yet remain in the possession of their original owners, where businesses you never heard of can own the history of your personal affairs, where only children feel completely at home, where the physics is that of thought rather than things, and where everyone is as virtual as the shadows in Plato’s cave.”

The frontier theme was pervasive. Barlow encouraged young Americans to make their homes in cyberspace: “Jack in. Go to Cyber-space, and go with all the adrenaline and goofy optimism which ought to accompany frontier enterprise.” Barlow cautioned that the Electronic Frontier was threatened by territorial government, the “last ditch efforts of the old Industrial Age powers to colonize and subdue Cyberspace.” He argued that the “The American Occupation Army of Cyberspace” (by which he meant the National Security Agency) “meticulously observes almost every activity undertaken [in cyberspace], and continuously prevents most who inhabit its domain from drawing any blinds against such observation.”

Just as important as Barlow’s provocations to explore and defend the new frontier were the institutions he founded to protect this vision. The charismatic Barlow recruited two wealthy technological libertarians who shared his ideals, Mitch Kapor, the founder of Lotus 1-2-3, and John Gilmore, the first programmer at Sun Microsystems. Together they founded the Electronic Frontier Foundation (EFF), an organization that—through political participation, litigation, education, seminars, and campaigns of various sorts—was devoted to developing the legal conception of cyberspace as a separate place and to defending it from the intrusion of territorial government. As Kapor and Barlow wrote in announcing the establishment of the EFF on July 10, 1990, the EFF was designed to mediate
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the “inevitable conflicts [that] have begun to occur on the border between Cyberspace and the physical world.” Barlow later wrote that the EFF would also “help the folks who pass much of their lives there to find practical means for ordering their own affairs.”

With the EFF, Barlow hit a nerve and succeeded in attracting some of the Silicon Valley elite who also happened to be some of the wealthiest political libertarians in the country. Early supporters included Bill Joy, the co-founder of Sun Microsystems, Doug Carlson, onetime CEO of Broderbund software, Rob Glaser, former vice-president of Microsoft, and Rockport Shoes magnate Bruce Katz. All were board members, donors, or both. In time, EFF also attracted major corporate donors, emerging as a lobbying voice for libertarian technologists on Capitol Hill. (It later abandoned its lobbying role as too corrupting of its original vision.) Companies like Microsoft, Hewlett-Packard and others became major EFF donors. All were trying to build a legal wall that would separate and protect the Internet from territorial government, and especially from the U.S. government.

The idea of a generalized cyberspace immunity sounded, to legal ears at least, a bit crazy at first. But the EFF had a very important law on its side. The First Amendment to the U.S. Constitution limits the government’s ability to regulate speech, and on a communications network like the Internet, everything is potentially “speech.” A website, e-mail, and even a MUD are all arguably expressive and thus potentially protected by the First Amendment. In the 1990s the EFF managed to fuse together the territorial U.S. First Amendment and the idea of an independent, sovereign cyberspace.

The year 1996 brought what Barlow and others saw as the first great attack on cyberspace. It came clothed as an “indecency regulation” that was known as the “Communications Decency Act” (CDA). The CDA punished all transmission of “indecent” sexual communications or images on the Internet “in a manner available to a person under 18 years of age.”

Why was this law viewed as an attack on cyberspace? In 1997 the architecture of the Internet was open without discrimination to children and adults alike. As UCLA law professor Eugene Volokh said at the time, because “there’s no way to check readers’ ages, short of the expensive (and imperfect) proxy of demanding and verifying their credit card numbers,” the CDA “would have essentially banned [all
indecent] material . . . from all parts of the Internet except those that
charge people for access using credit cards."¹⁵ This seemed like a very
broad constraint because most of the Internet at the time was free,
and free access was widely viewed as one of the Internet's great
strengths.¹⁶ The CDA's constraints seemed much more severe when
one considered how its vague definition of "indecency" might chill a
great deal of important speech that was unrelated to the protection of
minors. Someone communicating on the Internet might, for example,
think that the CDA banned discussion of birth control practices, ho-
mosexuality, or the consequences of prison rape.¹⁷

To Barlow, the CDA's incursion on liberty was as offensive as the
Stamp Act or the Boston Massacre. On the day after President Clinton
signed the act into law, Barlow wrote an angry e-mail to EFF members:
"Well, fuck them. Or more to the point, let us now take our leave of
them. They have declared war on cyberspace. Let us show them how
cunning, baffling, and powerful we can be in our own defense."¹¹⁸

Barlow then wrote and distributed his famous sixteen-paragraph
Declaration of Cyberspace Independence.¹⁹ Modeled after the American
Declaration of Independence, it immodestly addressed the "Govern-
ments of the Industrial World, you weary giants of flesh and steel." It
proclaimed: "I come from Cyberspace, the new home of Mind. On
behalf of the future, I ask you of the past to leave us alone. You are not
welcome among us. You have no sovereignty where we gather." The
declaration recognized that cyberspace had "real conflicts" and
"wrongs," but insisted, "We will identify and address them by our
means. We are forming our own Social Contract."

Echoing Dibbell, Barlow argued that the cyberspace legal order
would reflect ethical deliberation instead of the coercive power that
characterized real-space governance. "Our identities have no bodies,
so, unlike you, we cannot obtain order by physical coercion. We be-
lieve that from ethics, enlightened self-interest, and the commonweal,
our governance will emerge." Barlow's goals were not modest: "We
will create a civilization of the Mind in Cyberspace. May it be more
humane and fair than the world your governments have made before."²⁰

Barlow had issued the call for action. But the Communications
Decency Act required a concrete legal response, and the EFF had no
legal staff. Mitch Kapor went looking, found a lawyer named Mike
Godwin posting interesting messages on an Internet forum, and
promptly hired him as the EFF’s first staff attorney. The EFF with Godwin as counsel joined forces with the American Civil Liberties Union to challenge the CDA as a violation of the First Amendment. The case, styled ACLU v. Reno, quickly ascended to the United States Supreme Court. As Godwin later wrote, “Suddenly, the very legal status of Cyberspace itself . . . was put to the test in a genuine constitutional battle.”

The litigation in Reno gave birth to a new creature—the geek-activist—and a new political community—the Internet libertarians. Dozens of groups and academics wrote separately to support the lawsuit in a giant, collaborative effort. In addition, more than twenty groups, ranging from the American Library Association to the National Writers Union and the Safer Sex Page joined the case. As Godwin wrote, “we included publishers, service providers, and individuals and organizations whose speech, while often provocative, was clearly central to the American public dialogue.”

On June 26, 1997, the Supreme Court announced its decision. By a vote of 7 to 2, it declared the CDA to be an unconstitutional violation of the First Amendment. The Court agreed with the ACLU and EFF that the law was too vague and therefore unnecessarily “chilled” protected speech. Of more lasting import, however, was the Court’s embrace of the concept of cyberspace and its apparent conferral of a special legal status for cyberspace communications.

The author of the opinion, Justice John Paul Stevens, was born before the advent of radio stations and television, let alone the Internet. But the then seventy-seven-year-old nonetheless seized upon the Internet phenomenon with enthusiasm. He wrote for the Court that the Internet “constitute[s] a unique medium—known to its users as ‘cyberspace’—located in no particular geographical location but available to anyone, anywhere in the world.” Stevens characterized cyberspace as containing “vast democratic fora,” that have not “been subject to the type of government supervision and regulation that has attended the broadcast industry.” He added that “no single organization controls any membership in the Web, nor is there any centralized point from which individual Websites or services can be blocked from the Web.”

The implication of Reno was that anything related to the Internet would be afforded the strongest possible First Amendment protection.
As Justice Stevens concluded: “The growth of the Internet has been and continues to be phenomenal. As a matter of constitutional tradition, in the absence of evidence to the contrary, we presume that governmental regulation of the content of speech is more likely to interfere with the free exchange of ideas than to encourage it.”27 Justice Sandra Day O’Connor (like Barlow a former rancher) seemed to confirm this interpretation in a separate opinion. “The electronic world” she concluded, “is fundamentally different.”28

With Reno, the idea of an unregulated and post-territorial Internet seemed to many to have migrated from kooky obscurity to the law of the United States as announced by America’s highest court. Some even interpreted the Supreme Court to have erected a barrier to all U.S. laws that might affect the Internet. “There is very little room for further regulation of the Internet,” declared the Electronic Privacy Information Center attorney David Sobel. “[The Court] clearly came down on the side of this being a new medium, that it is inappropriate to graft old broadcast laws onto the Internet.”29 Barlow appeared to have found a way to border off cyberspace from real space, with assistance from a real-world authority. Not only was his Declaration of Independence vindicated; suddenly, it had become the supreme law of the land. As Mike Godwin said on the day Reno was decided, “let today be the first day of a new American Revolution—a Digital American Revolution, a revolution built not on blood and conflict, but on language and reason and our faith in each other.”30

**Political Engineering**

At the same time that John Perry Barlow and Julian Dibbell were teaching the world about cyberspace self-rule, a crucial group of non-governmental actors was already exercising extraordinary powers of Net governance. Unlike Barlow and Dibbell, these men weren’t newcomers to the Internet scene. They were as native to the Internet as it is possible to be, for these were the storied “founders” of the Internet itself—men like Larry Roberts, Robert Kahn, Vint Cerf, Jon Postel, and Dave Clark. Unlike Barlow and Dibbell, the founding engineers weren’t terribly interested in communicating to the public. Many of them viewed terms like “cyberspace” or “virtual reality” as the wild
imaginings of the technologically illiterate. Their working methods and network designs nonetheless contributed to the growing sense that the Net would be ruled in an unprecedented way.

The achievement of the Internet’s founders is well known. They were academics or government employees, mostly Americans, who were funded by a deep-pocketed U.S. Defense Department. In the 1960s and 1970s they successfully created a universal language for computer networks, called the TCP/IP protocol (Transmission Control Protocol/Internet Protocol) or sometimes just the Internet protocol, that remains the foundation of the Internet we know today. This protocol, and other aspects of the Internet’s architecture, rested on the founders’ self-consciously revolutionary beliefs about networks. In technical jargon, they created a network with “open architecture,” or “end-to-end” design.31 In nontechnical terms, the founders embraced a design that distrusted centralized control. In effect, they built strains of American libertarianism, and even 1960s idealism, into the universal language of the Internet.

More specifically, the Internet’s design was unprecedented because it was open, minimalist, and neutral. It was open, because it was willing to accept almost any kind of computer or network to join in one universal network-of-networks. IBM mainframes, AT&T networks, the U.S. Defense Department, and, eventually, personal computers could now all interconnect. It was minimalist, because it required very little of the computers that wanted to join. Becoming part of the Internet was like joining the Unitarian-Universalist church—the central dogma was not very demanding. Finally, it was neutral between applications. Some networks, like the telephone network, were specifically designed for a given purpose (in the case of the telephone network, talking). The Internet treated e-mail, downloads, and every other type of early application the same. This allowed new and better applications (like e-mail, the World Wide Web, and peer-to-peer technology) to evolve and replace the old.

The importance and dominance of the founders’ creation is remarkable. As a universal language it spread like Esperanto was supposed to. It now so dominates data networking that it has no competitors or natural predators. It has achieved a universality that surpasses other universals of our era, including Microsoft Windows among operating systems and Lonely Planet among travel guides.
By the early 1980s, the founders, under the leadership of Vinton Cerf, had begun efforts to institutionalize what they saw as their communications revolution. To this end, they created a series of institutions with working methods designed to preserve the values of the founders. Most important of these was the Internet Engineering Task Force (IETF), founded in 1986 as the central standards body for the Internet.  

The IETF was, in practice, a series of ongoing meetings where Internet engineers would plot the future of the Internet’s standards. But it was soon characterized as more: as a prototype form of a new type of government. Paulina Borsook’s widely read 1995 Wired article, “How Anarchy Works,” described the IETF as the “kind of direct, populist democracy that most of us have never experienced.” This band of engineers wasn’t just a bunch of guys tired of shopping for electronics. They were “the masters of the metaverse” engaged in “a radical social phenomenon.” The genius engineers hadn’t just built a good network. They had solved certain intractable problems of human governance along the way.

Territorial government is often characterized (or caricatured) as “top-down.” It issues commands in the form of laws that apply within its borders; it enforces these commands through the use of coercion or force; and one reason why citizens obey is that the costs of not doing so (punishment) outweigh the benefits of disobeying. The engineers’ method of governance was the opposite. For them, difficult decisions were not imposed by fiat but rather emerged organically in a “bottom-up” fashion through discussion, argument, and consensus. The engineers seemed to be the embodiment of deliberative democracy in action. In the words of Dave Clark, an Internet founder: “We reject: kings, presidents, and voting. We believe in: rough consensus and running code.”

What does Clark’s adage mean? When the Internet engineers faced difficult problems, their answers or solutions would not be based on majority support (as in a voting system) or fiat (as in kings or presidents). Rather, decisions emerged through a “rough” or “working consensus” among the relevant experts and were adopted voluntarily after long debate and efforts at practical implementation, based on what appeared in practice to work best. As Barlow later described the process, “the consensus is . . . institutionalized by the willingness, which
is purely voluntary, of different sites to adopt that solution as part of their technology. New solutions win by virtue of adoption, and they don’t get adopted if they’re bad solutions.”  

It was an era in which the Internet was changing the rules of business, making companies like AOL and Netscape billion-dollar firms overnight. It seemed only natural that the Internet would also change the rules of politics. The information age would replace tired ideas like voting, legislation, and territorial representation with flexible, consensus-driven rules, created by informal communities organized by interest and expertise rather than the arbitrary condition of location.

In its golden age, the IETF used this informal governance framework to promulgate standards that deepened, formalized, and ultimately popularized the basic internetwork design from the 1970s. Popular Internet features like the modern e-mail system and the World Wide Web are the products of this era, along with countless other protocols whose operations are invisible to the average user. This kind of solution to what were difficult public problems, managed without government involvement, led people to believe that a new form of ordering human affairs might be emerging. When the post-territorial visionaries looked for a model of Internet governance, the engineers were their main inspiration.

The Internationalists

The movements described thus far all assumed that the Internet would cause governmental power to shift downward from nation-states toward individuals and private groups. But some, while agreeing that the Internet was eroding the influence of the nation-state, thought it would have the opposite effect and move governance upward. The Internet’s ubiquitous nature, and the conflicts of territorial laws it generated, led these internationalists to believe that territorial rule would need to be supplemented, and eventually replaced, by global governmental institutions.

In her popular book The Death of Distance, Frances Cairncross summed up the internationalist attitude toward the Net when she argued that governments would need to work together through international bodies or else “find national rules and standards frequently
undermined wherever they differ from those elsewhere."[38] AOL's
Steve Case echoed this sentiment, urging nations to "revis[e] outdated
and 'country-centric' laws on telecommunications and taxes that could
thwart the growth of the medium" and instead embrace "international
standards—from security, to privacy, to taxation."[39]

The principal attraction of the internationalist strategy was its so-
lution to the problem of overabundance of territorial regulation and
tyrranny of the unreasonable introduced in chapter 1. International
law can apply all over the world, as it does, for example, when it pro-
hibits torture (The Torture Convention), establishes minimal rules of
airline safety (the Convention on International Civil Aviation), and
bans certain barriers to trade (the World Trade Organization). If the
nations of the world agree to a single global law for questions like
libel, pornography, copyright, consumer protection, and the like, the
lives of Internet users become much simpler: no conflicting laws, no
worries about complying with 175 different legal systems, no race to
the bottom. Legal compliance becomes like an all-inclusive resort in
the Caribbean: pay one price and everything is taken care of.

Such a system of universal rules would benefit governments as
well. As French Interior Minister Jean-Pierre Chevenement explained
in 2000 in response to the rise of Internet data havens, "The idea is to
produce a global text so there cannot be 'digital havens' or 'Internet
havens' where anyone planning some shady business could find the
facilities to do it."[40] Rather than suffer through the mutually destruc-
tive effects of unilateral attempts to govern the Net, nations should
come up with a compromise global solution that would make all (or
most) nations better off by halting the Net's most destructive effects.
As Cairncross noted, governments could either "fight fruitlessly to
protect their diminishing sovereignty, or find ways to manage their
relations with other countries and the private sector so they could get
at least some of what they want."[41] Internationalization entailed a re-
linquishment of national sovereignty, to be sure. But at least nations
(especially powerful ones) retained some influence in international
organizations, however diffuse.

Not only would internationalism solve the problem of conflicting
laws, it also offered the promise of better laws. National governments
are sometimes too close to (or too reflective of) their populations.
They sometimes reject the rational or best solution to a global prob-
lem in favor of a local tradition or in obedience to a powerful local interest group. Many believed that international standards applied to the Internet could eliminate the parochialism of territorial legalism. International standards could reflect a kind of collection of best practices from around the world—the opposite of the tyranny of the unreasonable. An international approach could not only clear up confusion and conflict, but it could also wash clean the prejudice and ignorance hiding in the basement of national government.

It was just a new means of communication. But the arrival of the Internet in the 1990s tapped into something much deeper, causing many to hope that the new network might really change things, somehow liberate us from the world we live in and even do something to change the human condition. Behind every vision of Internet utopianism lay the hope that connecting every human on earth might make the world a better place. Humanity united might do better than our lousy systems of government, throw away the construct of the nation-state, and live in some different but better way.

According to each of the visions, one thing seemed clear: the system of territorial government was broken and needed to be replaced. Whether the replacement was international organizations, self-governing Internet communities, or rule by Internet engineers might not really matter. What mattered was that territorial government seemed to be melting away and becoming increasingly irrelevant.
If you had met Jon Postel in 1998, you might have been surprised to learn that you were in the presence of one of the Internet’s greatest living authorities. He had a rambling, ragged look, living in sandals and a large, unkempt beard. He lived like a modern-day Obi-Wan Kenobi, an academic hermit who favored solitary walks on the Southern California beach. When told once by a reporter that readers were interested in learning more about his personal life, he answered: “If we tell them, they won’t be interested anymore.”

Yet this man was, and had been for as long as anyone could remember, the ultimate authority for assignment of the all-important Internet Protocol (IP) numbers that are the essential feature of Internet membership. Like the medallions assigned to New York City taxicabs, each globally unique number identifies a computer on the Net, determining who belongs and who doesn’t. “If the Net does have a God,” wrote the Economist in 1997, “he is probably Jon Postel.”

Jon Postel was a quiet man who kept strong opinions and sometimes acted in surprising ways. The day of January 28, 1998, provided the best example. On that day Postel wrote an e-mail to the human operators of eight of the twelve “name servers” around the globe. Name servers are the critical computers that are ultimately responsible for making sure that when you type a name like google.com you reach the right address (123.23.83.0). On that day Postel asked the eight operators, all personally loyal to Postel, to recognize his computer as the “root,” or, in essence, the master computer for the whole Internet.
The operators complied, pointing their servers to Postel’s computer instead of the authoritative root controlled by the United States government. The order made the operators nervous—Paul Vixie, one of the eight, quietly arranged to have someone look after his kids in case he was arrested.³

Postel was playing with fire. His act could have divided the Internet’s critical naming system into two gigantic networks, one headed by himself, the other headed by the United States. He engineered things so that the Internet continued to run smoothly. But had he wanted to during this critical time, he might have created chaos. Together with his eight comrades, he could have made “.com” addresses unreachable for most users of the Internet. As technologist Keith Moore put it, “if we break the root, everything fails.”⁴

Postel’s e-mail was a reaction to changes that he and other founders didn’t like. By 1998, the Internet was becoming commercial and contentious in ways its inventors had never imagined. Stakes rose, fortunes were made, and the vision and authority of the founders were under threat. One new player was the U.S. government, which, after being silent for years, had began to ask questions and assert its claims over the network. Another was a widely detested corporation named Network Solutions that had taken over day-to-day administration of Internet domain name registration. The community that invented the Net was losing control over its creation.

Postel’s act was an effort to maintain the Internet’s founding vision of an open, noncommercial network run by selfless experts for the benefit of all. His e-mail, backers said, was a warning shot to show the U.S. government who was really in charge. Network Solutions, in the words of one Postel supporter, held the “com” but Postel still controlled the “dot.”⁵ The founders of the Internet wanted to prove that they retained the power to “break” the Internet and thereby prevent anything from happening without their consent. This chapter tells the story of their motivations, their efforts, and their failure.

Why Root Authority Matters

What Postel and the U.S. government were fighting over is something called “Internet naming and numbering authority,” or “root authority.”
For those deeply versed in the Internet’s history, root authority matters automatically, in the way you might care who the president of the United States is without even knowing exactly why. But for those less familiar, it requires explanation.

To communicate on the Internet, your computer needs a unique number, or address, known as an Internet Address. The numbers look like this: 128.143.28.135. Someone has to decide who gets which numbers, and how many they get. In addition, someone has to give out the valuable “domain names” that are shorthands for the numbers, like evite.com, or cowboy.org. Those domain names, furthermore, are organized by their top-levels—dot-com, dot-net, and so on—and someone needs to decide what “top level domains” will exist and who will administer them. These decisions are the job of the “naming and numbering authority.”

Making such decisions may seem merely technical, like the authority to assign phone numbers or license plates. But these decisions had enormous significance. Most attention concerning root authority has focused on ownership of “domain names,” the globally unique name associated with an Internet address. There can only be one website at www.barcelona.com. Should it belong to the city in Spain, or to Whit Stillman’s 1994 romantic comedy? The answer does not respect national boundaries. The root authority decides, on behalf of every Internet user everywhere in the world. Valuable domain names are worth millions of dollars, and the domain name system itself underlies billions in electronic commerce.

Not only does the domain name system affect valuable Internet-related property rights, it also has the potential to serve as a powerful tool of Internet enforcement and to shape the nature of the Internet itself. As country clubs and medical associations know well, control over membership is a powerful tool for making people follow rules. Already today, a basic form of such enforcement is used to protect registered trademarks on the Internet. If you somehow managed to register harrypotter.com, Warner Brothers or J. K. Rowling could complain to the Internet naming authority, and you’d quickly lose the name. No court case, no trial; simply a direct divestiture of the domain name. It’s a prime example of what David Johnson calls “electronic,” as opposed to physical, force.

The power over domain names and numbers could also be used as a broader enforcement tool against other types of unwanted conduct.
As we'll see in chapter 5, the U.S. government demands divestiture of domain names and IP addresses for offenses like selling drug paraphernalia or copyright infringement. One can imagine a future where divestiture of IP addresses is a common form of enforcement. As punishment, individuals, institutions, or even whole countries could lose domain names, IP addresses, or even Internet membership.

This is why root authority matters. But how exactly does one "get" or "hold" this authority? No one understands the answer to this question completely. Stated most simply, root authority is the power to issue orders respecting domain names and numbers and have those orders obeyed. There are many ways such power might arise: from reputation, from actual administration of the computers in question, or from legal authority. In truth, the system long operated without a clear idea of exactly who held the ultimate power over the root, or why.

This ambiguity about who possesses root authority led to the earliest and most consequential battle for control of the Internet. As we saw in the last chapter, Postel and the Internet's founding generation viewed themselves as the acting authority over most Internet matters. They had designed the Net's architecture, they were the experts, and they had day-to-day control over most aspects of its operation. But they lacked any legal claim to govern the Internet—a problem they generally overlooked.

The U.S. government had a different type of claim. In the United States you usually own what you pay for. While the founding engineers may have invented the Internet and run it for years, nearly every aspect of the Internet's development was funded pursuant to U.S. government contracts. The U.S. government believed these contracts gave it ownership of the naming and numbering system. Beyond this technical legal claim, there was a general sense that the highest questions of Internet policy remained for the U.S. government to decide, as the Internet's ultimate custodian. As Wayne State law professor Jonathan Weinberg, formerly at the Federal Communications Commission's Office of Plans and Policy, put it, "the mindset in the U.S. government was that this really was our Internet." The problem was that the United States had long acted as an absentee custodian. From the 1970s through much of the 1990s, the U.S. government was passive, happy to let the engineers do their thing. "The U.S. government did not
plan to be in charge of a critical Internet chokepoint,” writes Miami law professor Michael Froomkin. “Its control of the root was, more than anything, accidental.”

The Early Days

None of this seemed to matter much in the early 1970s, when the early Internet’s naming system—all of it—consisted of one file, named “hosts.txt,” maintained by the Stanford Research Institute pursuant to a Defense Department contract. It was a simplicity that suited a small research network, but it couldn’t last. As the network grew complicated in the 1970s, it came to require a naming system and day-to-day naming maintenance. Some time in 1977, a young computer scientist agreed to take on the thankless job of keeping the early system working. It was one of those fortuities that change lives, for that young man was Jon Postel.

Despite being vested with what at the time was an inglorious and largely administrative job, Postel earnestly devoted himself to building and running the Internet’s naming and numbering structure. He quietly proposed the top-level domains like dot-com, dot-edu, and dot-net that are now familiar to hundreds of millions. In his spare time, he co-wrote the “Simple Mail Transfer Protocol,” a system we know better today as e-mail.

It was these early years of quiet labor that built Postel’s reputation for dedicated service and fair dealing. Said fellow founder and friend Vint Cerf, he “inspired loyalty and steadfast devotion among his friends and his colleagues . . . personify[ing] the words ‘stewardship and selfless service.’” Another Internet engineer, David Crocker, wrote, “We always knew that his views came from legitimate beliefs and we never had to worry that he was somehow considering political or personal advantage. We might not agree with him, but we always knew he was driven first by a concern that the right thing be done.” Postel earned the nickname “Jon the Protocol Czar,” subitled “Unfailing Arbiter of Good Taste in protocols.”

Under Postel and the Stanford Research Institute (SRI)’s joint stewardship, the modern domain name system was in full operation by the mid-1980s. The first registered dot-com domain name, issued
on March 15, 1985, was “symbolics.com,” and registration was free.\textsuperscript{15} By 1988 the U.S. government had made a formal contract with Postel’s employer, USC’s Information Sciences Institute (ISI), giving Postel the authority to continue doing what he had been doing for more than a decade: running the Internet’s naming and numbering system. It was common at this time to refer to Postel as “the” naming and numbering authority.

As the 1980s came to an end, Postel enjoyed an authority over the domain name system and related Internet policy that was essentially uncontested. He was the man to go to for any naming or numbering problem, the “benevolent dictator” of the network. And as the Internet began to really grow, so did Postel’s reputation. Said Cerf, “Jon was our resident hippie-patriarch.”\textsuperscript{16} The quiet loner, long overshadowed by more vocal or more senior founding engineers, began to enjoy a stature in the Internet community rivaled by few. He was a man revered—some called it “the cult of Jon.”\textsuperscript{17}

There was just one small and seemingly unimportant hole in Postel’s otherwise comfortable authority. The responsibility for keeping the naming system up to date, and for managing the physical computers that hosted the naming system, rested with Stanford Research
Institute, pursuant to a defense contract. SRI had been a friendly, non-profit, and effectively passive partner. Unfortunately for Postel, SRI's role, and his, were about to change.

As the 1990s began, it was East Coast bureaucratic reforms that began to loosen Postel's grip. In the 1980s, the Defense Department adopted regulations that required most defense contracts to be open to commercial bidding. As SRI's contract to administer the root expired, the Defense Department "recompeted" the contract. In May of 1990, a giant defense contractor named "Government Systems Inc." won the bid, and quickly outsourced it to a small, unknown firm named Network Solutions Inc. (NSI). This meant that Postel (through his employer, USC) and Network Solutions would share authority over the naming system in various ways. Network Solutions became the sole registrar for the main nonmilitary domains (dot-com, dot-net, dot-org, and dot-edu). But Postel retained "policy" authority: the power to decide, for example, the number and content of the top-level domains.

In some ways, this new arrangement fortified Postel's position. He still made big-picture decisions, and Network Solutions just executed the details. But in fact the transfer of partial authority to Network Solutions was a crucial turning point in Internet history. For the first time, administration of part of the Internet's naming system would be in the hands of a for-profit company. And also for the first time, a private firm with interests at odds with the founding vision would be exercising real authority over their creation. Perhaps even more significantly, Network Solutions became the custodian of the physical root server. As a result, the text files that make up the root were transferred to the Network Solutions offices in Herndon, Virginia, one hour west of Washington, D.C. The Ark had left the temple, never to return.

At first relations between Network Solutions and the engineers were relatively peaceful. But this changed in the mid-1990s when a new and unfamiliar element entered the picture—money, in large quantities. In 1995, Network Solutions won the right to charge for registering individual applicants for domain names: $100 for a two-year registration, and $50 per year thereafter. While that didn't seem like much, by the late 1990s, millions of domain names had been registered and Network Solutions' revenue was growing at an annual rate of greater than 110 percent. Revenue ballooned, as Network Solutions, with minimal operating expenses, collected over $200 million
in 1999. Network Solutions realized that it had hit a gold mine and began to see its monopoly over domain-name registration as worth fighting for.

Network Solutions' newfound wealth and its attempts to maintain that wealth led the engineers to view the firm as greedy, controlling, and monopolistic. Columnist Dan Gillmor expressed prevailing attitudes when he called Network Solutions "an arrogant, monopolistic enterprise that throws its weight around like the proverbial 800 pound gorilla. Except in NSI's case, this gorilla is just plain mean."

The First Attempt to Take Root Authority

As private firms like Network Solutions began to enter the picture, some of the founders decided it was time to make their operational authority over the Internet more concrete. The immediate impetus was fighting the power of Network Solutions by providing alternatives. But there was much more at stake. In the early 1990s the founders undertook a course of action that would have formalized the control of Internet policy that they already assumed they had. But the plan led to direct conflict with U.S. government, which assumed it had the final authority over Internet policy.

An early leader of the founders' efforts was Vinton Cerf, perhaps the best-known of the Internet's founders, the celebrated "father" of the Internet. Cerf was already famous by the 1980s as the co-designer of the TCP/IP Internet network protocol. Cerf was also a close friend of Jon Postel. Both went to Van Nuys High, in the San Fernando Valley north of Los Angeles, and were Ph.D. students under the same supervisor at UCLA. But where Postel was quiet and built his reputation slowly, Cerf was an early Internet star, with an obvious genius and ready charisma. Where Postel was famously casual—even a bit scruffy—Cerf favored a well-trimmed beard and a three-piece suit. And while Postel would come to challenge U.S. authority over the Internet, Cerf was a pragmatist who ultimately recognized the role that the U.S. government might play in ensuring the stability of the network. Yet despite their different styles, the friends shared the same vision. Both had a deep faith in the original vision of the Internet, and both believed in the wisdom of the policy guidance of the Internet community.
In June 1991, as the Pentagon was selling the root contract to the highest bidder, Cerf was in Copenhagen announcing plans to found the Internet Society. The society, or “ISOC,” was populated almost exclusively by Internet founders. It was “an attempt to self-privatize Internet governance” writes Milton Mueller. The ISOC was designed to provide a governing structure, institutional home, and source of funding independent from the U.S. Defense Department and, more generally, the U.S. government.

These aspirations did not go unnoticed. In March 1995 Robert Aiken, an engineer working at the U.S. Department of Energy (and a member of the Federal Networking Council), wrote a message to the Internet Society that would demarcate the first lines of conflict between the engineers and the U.S. government. In an e-mail titled “inquiring minds want to know,” he asked a simple and public question to the Internet Society: who, in its opinion, has the legal authority to control the Internet? As he put it:

I would like a straightforward answer from the ISOC [Internet Society]. IS ISOC claiming that it has jurisdiction and overall responsibility for the [Internet] top level address and name space—as some (see below) believe it does? If yes—how did ISOC obtain this “responsibility”,—if NO then who does own it?

Cerf responded on behalf of the Internet Society. In a long and carefully worded e-mail, he stated his view that the Internet Society was the appropriate body for determining the highest questions of Internet policy. His message admitted the historical role of the U.S. government. “A reasonable case can be made that the IANA [Internet Assigned Numbers Authority] authority . . . could be associated directly and historically with agencies of the US Government.” But things, Cerf argued, had changed since the 1980s. “It was recognized by many in the 1990s that the Internet had outgrown its original scope and had
become an international phenomenon.” He concluded, vaguely, that governance was an open question that should be agreed upon. But his ultimate view seemed to be that it would be better to transfer authority away from the U.S. government and to the Internet Society. “My bias is to try to treat all of this as a global matter and to settle the responsibility on the Internet Society as a non-governmental agent serving the community.”

It was in 1997 that the Internet Society made its most focused and ambitious effort to make its authority over the Internet concrete. In anticipation of the scheduled expiration of Network Solutions’ contract in 1998, the Internet Society launched a plan to give itself and affiliated entities full authority over questions of Internet policy. It was an effort that might be compared to that of the American colonists: the engineers were trying to convert a day-to-day, functional independence into something formal and legally recognized.

To carry out the plan, the Internet Society worked with the powers and institutions that it thought would make the plan work. One important group, to whom the Internet Society conceded much, were trademark owners who insisted that their property rights be respected in any deal. To try to reach consensus among relevant actors, the Internet Society agreed to include trademark owners on a blue-ribbon international panel, named the International Ad Hoc Committee (IAHC), that would set up a structure for the future of naming and numbering authority. Its membership was, as Ross Rader writes, “like a who’s who of the inside track of the Internet,” with spots also reserved for the appointees of the World Intellectual Property Organization and the International Trademark Association. Network Solutions was not invited. As for the U.S. government, the sole representative was George Strawn, from the U.S. National Science Foundation, the Internet’s benefactors.

The IAHC created a plan that went by a characteristically unwieldy name, “Generic Top-Level Domain Memorandum of Understanding,” or gTLD-MoU for short. The gTLD-MoU itself looked like an international legal document—not unlike a United Nations resolution. The spirit of gTLD-MoU (what its proponents called the “MoUvement”) was to eliminate the Network Solutions monopoly and also create a general independence from the United States government. It would have put much authority in the control of an organization named CORE
(International Council of Registrars), a Swiss corporation, itself mainly under the control of the Internet Society. The gTLD-MoU would have, as an initial matter, added seven new top level domains (including .shop and .nom), to be managed by CORE registrars.

The gTLD-MoU operated on the presumption that the Internet Society had the de facto authority to set high Internet policy. As member David Crocker wrote in refuting criticisms that the Internet Society lacked this authority, “such concerns miss the reality of [Jon Postel’s] 10+ years of oversight and authority and miss the unavoidable reality that the Internet is now global.” The gTLD-MoU sidestepped difficult legal questions. As Crocker concluded, the “plan is self-enabling,” and “hence challenges about prior authority are rendered meaningless.” Internet Society president Don Heath, a Cerf protégé, when asked by a reporter whether he might need the approval of the United States to implement gTLD-MoU, stated that the United States “has no choice.”

Great efforts were made to give the gTLD-MoU the trappings of official status and inevitability. The International Telecommunications Union, a branch of the United Nations, volunteered to serve as the official repository of the gTLD-MoU, lending a certain intergovernmental credibility. The gTLD-MoU was formally opened for signature to all interested members and companies in the Internet community. Secretary General Pekka Tarjaaine gave a speech, calling the gTLD-MoU a new form of “voluntary multilateralism.”

There was even a formal signing ceremony for the gTLD-MoU in Geneva, on May 1, 1997. Along with members of the Internet society, major telecommunications firms like MCI made an appearance, along with major computer manufacturers like Digital. Sentiments of global comradeship were in the air. Isabelle Valet Harper from Digital said “this is not an end but a beginning. It is the beginning of a time when we can all work together.” Bruno Lanvin from the United Nations offered a “virtual bouquet” of lilies of the valley to the Internet community around the world. Heath called the Geneva signing the beginning of “effective Internet self-governance.” Soon thereafter, the gTLD-MoU inspired a group of Internet Service Providers to release a tentative “Internet Constitution” that began:

We the People of the Internet Community, in order to promote more complete interoperability of the individual Networks that constitute
the Internet, insure harmonious relations between the various Networks that constitute the Internet, and to secure the Blessings of Liberty to all the Networks that constitute the Internet, do ordain and establish this Constitution. . . .

Meanwhile, with the gTLD-MoU signed the Swiss organization CORE began to act as if it were soon to become the Internet's naming and number authority. In anticipation of its pending replacement of Network Solutions, CORE collected money from companies interested in becoming part of its new Internet naming system. It confidently announced that January 1998 would mark the implementation of the new authority, and the formal transfer of all the authority vested in Network Solutions to the Internet Society. CORE established a policy oversight committee, signed contracts, and collected more than $1 million. The MoUvement was underway.

The United States Reacts

Neither the United States nor any other government was invited to the Geneva signing ceremony. The absence of traditional governments was perfectly consistent with the dominant beliefs about the novel nature of Internet governance. The gTLD-MoU had implicitly declared a right independent of the United States to set Internet policy. The theory seemed to be that the United States wouldn't care and thus would freely transfer most of the naming and numbering authority away.

But the United States did care—a lot. The point man for U.S. policy was Ira Magaziner, Bill Clinton's friend and Internet policy czar. Magaziner told Clinton as early as 1994 that the "commercialization of the Internet" would be a boon to the U.S. economy that should be a top priority for the U.S. government. Magaziner later said that he had several distinct ideas about how best to foster the growth of the Internet and promote the Internet as an engine of commerce. The first was deregulatory—that the Net must remain free from "micro-regulations." Magaziner worried about the bit-tax idea floating around European capitols, and about calls to bring the Internet under the control of agencies like the Federal Communications Commission. Treating the Internet as a target for regulation, he was convinced, would have "killed e-commerce." Magaziner also thought that the Internet needed "predictability and security" to avoid
various forms of piracy and related subversions. Big business had made clear to him that it would not invest billions in the Internet unless its basic architecture was secure. The Department of Defense and national intelligence agencies had similar concerns about Net security. Underlying all of these ideas was a belief that, in the end, the United States and no one else possessed ultimate authority over the Internet's deep structure, including naming and numbering authority. As Magaziner said, "The United States paid for the Internet, the Net was created under its auspices, and most importantly everything Jon [Postel] and Network Solutions did were pursuant to government contracts."41

As the fight over naming and numbering began to heat up, Magaziner formed his own team of experts. He put together an inter-agency working group chaired by Brian Kahin of the White House office of Science and Technology, and made up of people like Becky Burr from the Commerce Department, Elliot Maxwell from the Federal Communication Commission, and others from the Justice and State Departments. Their job was to figure out what was going on, and what the United States should be doing about it. Magaziner and the working group had great respect for Postel and Cerf, and great confidence in the expert engineers' ability to run the Internet on a day-to-day basis. But when it came to the Geneva process and the question of ultimate policy control, they parted company.

The working group chafed at the MoUvement's pretensions of Internet policy authority independent of the United States. They did not believe that the kind of stability that the U.S. government provided could be replicated by an uncertain and vague new governance arrangement based in Geneva. Most importantly, they feared that unless the U.S. government asserted its authority over the Net, it might fall prey to overregulation.42 That may sound like a paradox—government action to prevent government action. But the involvement of the United Nations-affiliated International Telecommunications Union, an agency with a broad governmental membership, led the group to fear that the
Geneva process might lead to European or other countries using naming and numbering power to impose new and more invasive global controls on the Internet.

Through 1997, as the gTLD-MoU gained support and signatures, resistance to it increased. In addition to the interagency working group, more vociferous groups that disfavored the gTLD-MoU for one reason or another turned to Congress to vent. Andrew L. Sernovitz, a flamboyant business lobbyist, testified to Congress about a “Swiss conspiracy” that was plotting to hijack essential American infrastructure. The MoUrement, he maintained, “is in the process of setting up a full administrative infrastructure for the Internet in Switzerland, entirely outside of U.S. oversight,” and “a puppet organization controlled by Dr. Jonathan Postel, Mr. Don Heath, and technocrat trustees of the Internet Society.” He further accused the “handful of academics who run IANA” of a “grave betrayal of the national trust,” and charged other backers of the gTLD-MoU process of illegal dealings with the Libyan government.

Even some in the Internet Society were beginning to have their doubts. Ira Magaziner met Vint Cerf in Washington, D.C. in the summer of 1997 to convince him that the Geneva process couldn’t work. Cerf “got it,” Magaziner later said. “He understood the Internet was changing, and that the idea of a privately governed Internet would not work because it was not accountable to anyone except itself. He understood that such an organization wouldn’t fly with the U.S. government, or foreign governments, or business.” According to Magaziner, he and Cerf shared the “common goal” of keeping the Internet “as free as possible from government control, while at the same time giving the imprimatur of government control for purposes of security.” They were both “looking for a government structure that would guarantee flexibility and freedom.”

The conflict between the Geneva process and the United States came to a head in December 1997, when Magaziner and his working group arrived at the Washington Hilton to attend an Internet Engineering Task Force (IETF) gathering. Two meetings took place. In an open session, representatives from the interagency group listened to the engineers discuss and explain the gTLD-MoU process. The mood became tense, as it became clear that some of the engineers were issuing an implied threat to the U.S. government. One of the IETF members began to discuss the technical community’s (untested)
ability to “break the root”—to wreck the domain name system and create Internet chaos. As presenter David Crocker later said, the goal was to educate the interagency group, who were “completely dismissive about technics. Openly, regularly, and insultingly.”

More importantly, in a second, private meeting, Ira Magaziner and Jon Postel met. Magaziner had enormous respect for Postel. “Jon was a wonderful guy, whom I loved,” he would later say. Magaziner had even traveled to California earlier in 1997 to discuss Internet governance issues with Postel and “show him how much I respected him.” Nonetheless, in their Washington, D.C. meeting, Magaziner delivered a clear message: the United States—not the Internet Society, CORE, or Jon Postel—would decide the future of the Internet naming and numbering. Magaziner had made it clear to Network Solutions that it was to ignore any commands, even from Jon Postel, to add the seven new domain names pursuant to the gTLD-MoU plan.

According to the original Geneva plan, January 1, 1998 was the date on which the new era in Internet governance was to begin. But on that day, nothing happened. The United States had put its foot down, and the MoUvement was over.

**Postel’s E-mail**

It was in this context that, on January 28, 1998, Postel decided on a more radical course of action. Magaziner had demonstrated his power to block additions to the root file controlled by Network Solutions, and had put the gTLD-MoU on hold. Postel decided it was time to show that he could sidestep Network Solutions altogether and transfer root authority wherever he wanted, whether the United States agreed or not. By changing which computer the world would recognize as the root, Postel’s plan would make it clear that the deepest aspects of naming and numbering authority resided with the founders of the Internet.

Postel did not make the decision alone. Some, like the Internet Society’s Don Heath, had long maintained that Postel had the power to transfer root authority without the permission of the U.S. government. As Heath put it, “The government has stayed out of the
Internet for 10 years. Why are they getting involved now?” Postel was also egged on by anarchist-millionaire John Gilmore, who strongly urged him to challenge U.S. authority. Whatever his reasoning, at some point Postel decided that it was time to demonstrate to the United States the power still held by the Internet community.

On the afternoon of Wednesday, January 28, Postel sent the e-mail replicated below to eight of the twelve operators of the Internet’s regional root servers. In the normal course of affairs, the twelve regional root servers would synchronize their information with Root Server A, the master root server owned by the U.S. government and operated by Network Solutions. But Postel asked the regional servers to take the “small step” of recognizing his own server, located on the University of Southern California campus, as the authoritative root. As he wrote:

```
Date: Wed, 28 Jan 1998 17:04:11-0800
From: postel@ISI.EDU
Subject: Root zone secondary service
Cc: postel@ISI.EDU, iana@ISI.EDU

Hello.

As the Internet develops there are transitions in the management arrangements. The time has come to take a small step in one of those transitions. At some point on down the road it will be appropriate for the Root domain to be edited and published directly by the IANA.

As a small step in this direction we would like to have the secondaries for the Root domain pull the Root zone (by zone transfer) directly from IANA’s own name server.

This is “DNSROOT.IANA.ORG” with address 198.32.1.98.

[...]
-jon.
```

The wording was low-key but the meaning unmistakable. Postel was trying to prove what Heath had said: that the United States had “no choice” but to let the engineers control the root. It was a tall order, but all eight operators complied, despite the evident danger of a U.S. reaction. Later, Gerry S neger, the operator of Root Server D, explained that Postel’s personal authority made the difference. “If Jon asks us . . . we’ll do it. He is the authority here.”
As the regional servers complied, root authority divided. Four regional servers—at NASA, the U.S. military, the Ballistics Research Lab, and Network Solutions—continued to recognize the U.S. government/Network Solutions as root authority. The remaining eight servers obeyed Postel’s command and recognized his USC computer as the root of the network. The Internet was now, in effect, two gigantic networks: One, largely military, headed by the U.S. government’s computer in Virginia, and the second headed by Postel’s computer in California. As Paul Vixie, operator of Server K, said, “watching the events of that week was like watching a sailboat stare down a battleship.”

Users of the Internet did not notice any difference, for Postel set up his computer to replicate the computer at Network Solutions. But the fact was that Postel was in a position to modify or even break the network. With the agreement of the eight regional servers, he might have tried to effectuate the gTLD-MoU, adding the seven new top-level domains. More radically, with a few keystrokes and the consent of the regional servers, Postel held the power to eliminate “.com” or “.net” for much of the world. While few realized what was going on, it was a striking moment in Internet history.

There remains much dispute about Postel’s motives. Some, like David Crocker, have argued that Postel’s real target was the monopolist Network Solutions. It was just “a shot across the bow,” meant to preempt any effort by Network Solutions to “go rogue” and try to seize root authority itself. Others, like Postel’s brother Tom, maintain that the importance of the event has been overstated, and that it was nothing more than a technological “test.” But Craig Simon, who has devoted much of his Ph.D. dissertation to analysis of Postel’s actions, concludes that “Jon was seeking to put physical control of the root where he honestly thought it belonged—under IANA.” Similarly, Syracuse professor Milton Mueller argues that “there can be little doubt that the redirection was a direct challenge to U.S. Authority.”

But the reaction of the United States would prove decisive. At one o’clock the following morning, U.S. national security officials roused Ira Magaziner from his slumbers at the World Economic Forum in Davos, Switzerland to tell him that they had “noticed something very strange happening with the Internet routing system.” Within the
hour, Magaziner called Postel in Southern California. And to help put pressure on Postel, he got one of Postel’s USC supervisors on the line. Ira Magaziner recalls the following conversation:

*Magaziner:* “Jon, what is going on with the Internet Root?”

*Postel:* “We were simply conducting a test.”

*USC official:* “[Gasp]. You were doing what?” [tone of disbelief and anger]

*Magaziner:* “Jon, you don’t have the legal right to conduct a test. You cannot conduct a test without DARPA’s (Defense Advanced Research Project Agency) approval. You will be in trouble if you continue this; both you and USC will be liable.”

*USC official:* “Hell, we could have lawsuits up the kazoo because of the impact of this on commerce. It could bankrupt the university. Jon, you have to stop this immediately.”

*Postel:* “Sorry, I was just doing a test. I didn’t mean to do anything wrong.”

*Magaziner:* “We don’t want to cause you any trouble. Put things back as they were and we’ll all agree to call this a test.”

The U.S. government’s threat of legal force was effective. Within a week, Postel ended the “test” and restored full root authority to servers under government control. Magaziner kept his word as well, telling reporters that Postel had agreed to finish the “test” and move things back the way they were. But from this point on, Magaziner also made it clear that the United States would consider any unauthorized changes to the root file a criminal offense. And since that time, the root file and presumptive root authority has remained, without exception, in the hands of the U.S. government. The day after Postel’s actions, the United States released its “Green Paper,” setting forth its initial vision of Net governance, asserting total authority over the Internet Root, and completely ignoring the claims of gTLD-MoU, CORE, and the Internet Society. The Green Paper marked the beginning of a different age of the Internet, one in which powerful governments would begin to use threats of force to make their wills known.

Sadly, the stress of events may have taken their toll on Jon Postel. Nine months later, his heart failed. The once-god of the Net was dead, and an era was over.
Why Geography Matters

A visitor to the dell.com web page finds a message prominently displayed in the upper left-hand corner: “Choose a Country/Region.” The cisco.com page likewise asks users to “Select a Location.” Yahoo’s web page has a “Yahoo International” link that connects to a global map with over twenty-five hyperlinks to specialized web pages tied to particular countries (like Denmark, Korea, and Argentina) and regions (like Asia). Everywhere on the web, sites ask viewers to identify their geographical location.

Geographical links are puzzling for those who think of the Net as a borderless medium that renders place irrelevant. But the puzzle disappears when we see that, globalization and the supposed death of distance notwithstanding, national borders reflect real and important differences among peoples in different places. As this chapter shows, geographical borders first emerged on the Internet not as a result of fiat by national governments, but rather organically, from below, because Internet users around the globe demanded different Internet experiences that corresponded to geography. Later chapters will show how governments strengthened borders on the Net by employing powerful “top-down” techniques to control unwanted Internet communications from abroad. But in order to understand fully why the Internet is becoming bordered, we must first understand the many ways that private actors are shaping the Internet to accommodate differences among nations and regions, and why the Internet is a more effective and useful communication tool as a result.
Why Borders Matter

The most immediate and important difference reflected by borders is language. People in Brazil, Korea, and France don’t want English-language versions of Microsoft products. They want a version they can read and understand.

Microsoft learned this lesson when it tried to distribute an English version of Windows operating system in tiny Iceland. Redmond executives thought the market of 500,000 worldwide Icelandic speakers did not justify translation costs and figured the English version would suffice because most Icelanders spoke English as a second language. But Icelanders felt that Microsoft’s plan would imperil their language, which has retained basically the same grammar, spelling, and vocabulary for more than a thousand years. “It’s a very big danger because schoolchildren need computers, and the language of computers soon becomes the language of the kitchen,” said Kristjan Arnason, a professor of Icelandic at the University of Iceland. After the Iceland government threatened to mandate local use of different operating systems (Apple came in Icelandic), Microsoft relented and wrote an Icelandic version. The lesson was not lost on Microsoft’s web business: Microsoft now has seventy-five different web pages keyed to the geographical regions where it does business, most of which are written in the dominant local language.

In the 1990s, it was widely believed that English would overrun the Net just as the Net would overrun borders. The Economist confidently stated in 1996 that “English may now be impregnably established as the world standard language: an intrinsic part of the global communications revolution.” A New York Times article written the same year, titled “World, Wide, Web: Three English Words,” asserted that “if you want to take full advantage of the Internet there is only one real way to do it: learn English.” Al Gore made a similar point when he recounted an episode during a visit to central Asia. “The president of Kyrgyzstan told me his eight-year-old son came to him and said, ‘Father, I have to learn English.’ ‘But why?’ President Akayev asked. ‘Because, father, the computer speaks English.” Gore was triumphant, but many decried the seemingly inevitable dominance of English on the Net. French president Jacques Chirac described it as “a major risk for humanity.” In short, English seemed on its way
to becoming the Net’s universal language, much as TCP/IP had become the universal protocol that made Net communications possible.

Like many early predictions about the Internet, this one proved to be wrong. In the late 1990s, 80 percent of online information was in English. By the end of 2002, less than 50 percent of the pages on the World Wide Web were in English; and by 2005, about two-thirds of Net users were nonnative English speakers. Everyone expects these flights from English dominance of the Net to continue. A seemingly essential feature of the Net circa 1999 turned out to be a temporary blip based on the fact that English-speaking Americans, who dominated early Net use, created the Net (and especially the World Wide Web) in their image. As the rest of the world has connected to the Net, it has begun to reflect the fact that less than 8 percent of the people in the world speak native English. Yahoo could have insisted that non-English speakers learn English in order to use its portal. But to draw users who don’t speak English, and to compete with local portals written in local languages, Yahoo decided to build portals to meet local needs, including linguistic needs.

Language is only one way that Internet users vary by geography. Borders also mark off differences in culture, currency, climate, consumer norms, and much more. These local variations translate into different preferences and expectations among Net users in different places. The “choose a country” links try to satisfy these preferences and expectations. People in Japan are interested in Tokyo’s weather and the value of the yen, not the weather in New York or the price of American movie tickets. Costa Ricans shop online for bathing suits, T-shirts, and sunglasses, not sweaters and overcoats. A Croatian who buys a Dell computer on the Web wants not only instructions he can understand but also the address and phone number of a local repair service, as well as a real-space return address, in case problems arise. Australians speak English, but they don’t want a portal that gives them dinner menus, concert times, and traffic patterns in Miami.

The Internet has been celebrated for allowing open, universal communication. “Information wants to be free,” John Perry Barlow famously declared. But information does not, in fact, want to be free. It wants to be labeled, organized, and filtered so it can be discovered, cross-referenced, and consumed. The organization of information has
always been a key component of successful communication. Sometimes the organization is based on content. You buy the New York Times for the quality of its reporting and analysis, and because you trust the editors to distinguish news from trivia. Sometimes the organization is based on language; you would be dismayed if the New York Times published editorials in Russian. And often it is based on geography. The Sunday New York Times published in New York has an elaborate “Metro” section, a real estate section, and an extensive sports page that focuses on New York teams. The Sunday Times published in Chicago has truncated New York coverage, no real estate section, a smaller sports section, and various inserts advertising local Chicago events.

Information filtering is especially crucial to the Net, where it is so easy to publish, and where the danger of information overload is thus so great. In the late 1980s, the Internet already connected massive amounts of information on computers at universities, major research firms, and government institutions. This information, however, was notoriously hard to find, even for computer mavens. “It was akin to walking down each aisle of a library, scanning each book just to figure out what is there, but doing this all in the dark!” Once you happened upon something pertinent, you had to download and read the entire document; if you came across references to other relevant work on the Net, you had to start the process all over again, for there was no easy system of cross-referencing. The Net became a revolutionary information technology only after Tim Berners-Lee developed the software and protocols of the World Wide Web, which made general browsing and hyperlinking possible, thereby making it much easier to organize, discover, exclude, and deliver content.

The Internet gives firms potential access to every home and business connected to the Net, anywhere in the world. But this unprecedented opportunity presented an unprecedented challenge: How do you match the information about products, services, and other items to the varying preferences of Net users scattered across the globe? Ironically for a medium that was supposed to destroy borders, geography turns out to be one important way to make the match. Most people most of the time have interests that cluster by geography; at the very least, the probability that two people share the same outlook and concerns declines with distance. Firms that do a global business
realize this. The “choose a country” links are their crude way of mapping the borders of the real world on to cyberspace so as to better serve Net users in different places.

Geography is not, of course, the only way, or always the most effective way, to tailor information on the Net; many Listservs, web pages, and blogs shape information along many different dimensions besides geography. In addition, while neighbors tend to have a lot in common compared to people on the other side of the globe, they can still have radically different tastes, habits, hobbies, and the like. Internet “personalization” services respond to the many differences among peoples, like these, that don’t correspond to geography. Amazon.com famously gathers data about customer purchases and related preferences, and creates individual “stores” with personally tailored recommendations. “Really Simple Syndication” (RSS) and related systems collect information from selected web pages and blogs, and “feed” it to a single page, enabling individuals to tailor precisely the content they receive on the Net to match their unique tastes and interests.

Even though the Internet permits unprecedented individualized content tailoring, geography will remain a good proxy for interests and preferences, and the geographical shape of Internet information will remain significant. Amazon stores differ greatly among family members, neighbors, and citizens in the United States. But in terms of language and content, the different Amazon stores among individuals in the United States are similar when compared with individual Amazon stores in Japan and France. While Internet firms dream about the possibilities of fine-grained one-to-one marketing, it remains very expensive, and potentially privacy-invasive, to collect, organize, and cross-reference loads of personal data about each individual. For many purposes, geographical targeting on the Internet provides a cost-effective way to match information with consumers, just as in real space.

The Importance of Place

Futurist and investment guru George Gilder was one of the darlings of the 1990s Internet. In his turn-of-the-century book, *Telecosm*, Gilder proclaimed the advent of “infinite bandwidth” and the coming age of
the “fibersphere” in which distance would be irrelevant. Bandwidth is the amount of data that can be sent through an Internet connection in a particular time. E-mails without attachments take up little bandwidth; web pages with graphics take up more; digital music and audiovisual files take up quite a lot. The more bandwidth, the faster the communication. Infinite bandwidth means instant communication, no matter where you are and no matter how bulky the message.

In the 1990s, Gilder was not the only, or even the most prominent, believer in bandwidth. “We’ll have infinite bandwidth in a decade’s time,” predicted Bill Gates in 1994. But Gilder famously put his money (and, through the influence of his newsletter, The Gilder Technology Report, many others’ money) where his mouth was, pumping companies like WorldCom and Global Crossing that were laying millions of miles of fiber-optic lines across the country and around the globe. The premise of the great broadband rush of the late 1990s was that Internet traffic would double every one hundred days. “Like the attic of a house gets filled, no matter how much bandwidth is available, it will get used,” wrote Jack Grubman, Salomon Smith-Barney’s then-star telecommunications analyst, summing up the mood of the era.

No one seemed to have noticed the tension between the twin predictions of infinite bandwidth and infinite demand for bandwidth. But in the end, it didn’t matter, for neither prediction turned out to be true. By the early 2000s WorldCom, Global Crossing, and many other telecommunications firms that bet the store on bandwidth were bankrupt, drowning in a glut of unused fiber cables that continues to the present. Bandwidth today is not even close to infinite. Depending on where you work or live, many Internet communications take noticeable time to complete, and some big files take quite a lot of time to send or receive.

Bandwidth limitations illustrate an important but poorly understood fact: the efficacy of Internet communications depends on the real-space location of both data and the underlying Internet hardware through which the data travel (routers and exchange points, and the fiber-optic cables, phone lines, cable lines, and microwave and satellites transmitters and receptors that interconnect them). Neither the data nor the hardware is distributed equally around the globe. This
real-space fact about the Internet means that where you are in the world determines the content and quality of your Internet experience.

Consider the “last mile” of Internet connection between your home and the local network access office, today typically a cable, DSL, or dialup connection. For bandwidth to be infinite it has to be infinite along the *entire* connection, including the last mile. This means that consumers would have to be willing to pay for infinite bandwidth coming to their homes—not just for DSL, or cable, which are only so-so technologies, but rather for significantly more expensive fiber-optic connections. Not surprisingly, consumers balked. In the late 1990s and early 2000s, they were hesitant to pay even for DSL or cable access, priced at around $50 per month. Broadband—let alone “infinite bandwidth”—arrived far slower than anyone had predicted. It was this lack of consumer demand for infinite bandwidth (coupled, in some cases, with fraudulent accounting to hide that fact) that killed WorldCom and similar companies, and made Gilder’s prediction of “infinite bandwidth” a joke.

Even before the last mile, the efficacy of Internet communications depends on the real-space location of data and data consumers, and on the geographical distribution of the underlying Internet hardware through which the data travels. When a computer user in Boston types something in Yahoo’s search engine, it can be expensive and time-consuming for this request to travel through the mass of Internet hardware to Yahoo’s California servers, and for Yahoo’s information, including its bulky graphics, to travel back through the same hardware to Massachusetts. This is why so many web firms, including Yahoo, pay companies like Akamai to negotiate Internet traffic jams and serve their content from regional and local “cache servers” (digital copies on local computers) located around the globe, closer to the information consumer. It is also why Cisco and many software companies ask customers to “select a location”: downloading large software packages is faster from a nearby computer than from one across the globe.

The geography of Internet hardware also explains why so much Internet activity—content production, domain names, software design, server farms, and the like—clusters in urban centers. Big cities were supposed to be “leftover baggage from the industrial era,” in
Gilder’s memorable phrase.\textsuperscript{25} Not only would the concentration of capital and labor in cities be unnecessary in an era where anyone could send and receive any information instantly from anywhere, but the delights of city life could be reproduced on the Net as well. “The telecosm can destroy cities because then you can get all the diversity, all the serendipity, all the exuberant variety that you can find in a city in your own living room.” And, according to Gilder, a relentless miniaturization and decentralization would destroy the ugly side of cities. “All of the monopolies and hierarchies and pyramids and power grids of industrial society are going to dissolve before this constant pressure of distributing intelligence to the fringes of all networks.”\textsuperscript{26}

But Gilder was, once again, wrong. Companies that develop telecommunications infrastructure respond to consumer demand that is naturally concentrated in dense and wealthy population centers.\textsuperscript{27} They lay the fiber-optic cables that make up the Internet’s most powerful interconnections along the same routes that link cities by train and phone.\textsuperscript{28} “Instead of trailblazing into the wilderness, opening a path to new settlements, digital networks have been built to reinforce existing connections between centers of power and influence in the world’s great cities and metropolitan areas,” explains urban theorist Anthony Townsend.\textsuperscript{29} Powerful Internet connections, in turn, attract commerce. “Businesses want to be where they can get directly onto high-speed lines, and they don’t want to have the potential for disruption or lots of bottlenecks,” says Mitchell Moss of New York University. “Large metropolitan areas are where the big information users are, and they generate the demand for infrastructure. And once the infrastructure is in place, it generates more users in a snowball effect.”\textsuperscript{30} Far from destroying cities by making place irrelevant, the production and consumption of Internet content, and the infrastructure to support it, are concentrated in cities.\textsuperscript{31}

The importance of place is manifesting itself in other surprising ways. Despite the supposed death of distance, Internet traffic—the sending and receiving of e-mails, and communications between users and web pages—appears to decline with distance and is increasingly concentrated within localities, countries, and regions.\textsuperscript{32} This makes sense. In its early days, the Internet was dominated by scholars, scientists, and students who were more cosmopolitan than most, and more likely than most to surf and to correspond across borders and in mul-
tiple languages. But as the Internet grows into an everyday tool for the masses, the average user is less and less likely to have overseas correspondents or interest in overseas or foreign-language content, and more likely to use the Internet in local languages for local tasks.33

The distribution of bandwidth also reflects the evolving localization and regionalization of the Internet. In the 1990s, Internet traffic operated through a centralized hub-and-spoke system, with communications between countries in Europe or Asia typically being routed through giant exchange points in the United States. This U.S.-centric structure is being replaced by regional European and Asian hubs. “Today more bandwidth links key European cities to each other than to the U.S., making Western Europe the first hub to emerge from North America’s shadow,” says Telegeography, a firm that maps bandwidth geography, in a 2005 report.34 “Intra-regional links between Asian networks are also growing much faster than any other region’s.” In brute physical terms, the Internet is becoming a connection of national and regional networks.

There is a final reason why real-space geography matters. The death of distance was supposed to allow for direct buyer-seller relations, eliminating the need for costly intermediary services like warehousers, retailers, and distribution networks, and making the location of the buyer and seller irrelevant. Every firm was no more than a click away from every consumer, and firms could reach consumers anywhere and sell to them directly. Amazon.com at its founding appeared to embody these aspects of what Bill Gates called “friction-free capitalism.”35 It took orders over the Net in Seattle from anyone anywhere, got books from local independent wholesalers, and shipped them directly to consumers around the world. It owned no brick and mortar retail stores, it carried little inventory, and it had no physical presence outside Seattle.36

But Amazon’s early business model didn’t work. Successful product distribution from a single city turned out to be terribly inefficient. Without a standing inventory, customers’ orders for more than one book could not always be filled at the same time, requiring costly multiple deliveries. The problems cropped up in reverse when consumers wanted to return items. To address these problems, Amazon built giant warehouses with giant inventories scattered around the globe close to its customers, and invested heavily in real-space distribution
networks. Like hundreds of other Internet retailers, Amazon learned that e-commerce is not frictionless, and that attention to real-space middlemen was necessary to make it work.

**Putting Borders on the Net**

"The Internet was designed without any contemplation of national boundaries. The actual traffic in the Net is totally unbound with respect to geography." Vint Cerf, who uttered these words, should know; he helped design the computer protocols that made the Internet possible. And yet the "father of the Internet" is only partially right. Yes, the Internet he designed did not contemplate national boundaries. But no, for the reasons we have just seen, the Internet is not "unbound with respect to geography." Cerf's central mistake, a mistake typically made about the Internet, is to believe that there was something necessary or unchangeable about the Net's original architecture. The "choose a country" links were primitive attempts to change Net architecture in ways that firms found useful. More sophisticated methods of geographical identification were soon invented.

Cyril Lionel Houri, whom we met during the Yahoo case in chapter 1, was a pioneer in this field. Houri seems to embody the view that the Internet is erasing borders. He speaks in the software idiom of Silicon Valley, but his words are wrapped in a French accent spiced with the inflections that his Jewish parents brought from their native Tunisia when they moved to France. Houri grew up in Paris and went to the elite Institute Polytechnique in Toulouse, one of the so-called grandes ecoles ("great schools") from which most of France's intellectual, political, and business leadership is drawn. Four years after graduating, however, Houri abandoned the French elite to live in New York. He went to work in computing, and he helped write the code that enabled market traders to move billions of dollars around the world daily. If this product of France's nationalistic culture could find his way to Manhattan's Silicon Alley, then surely national boundaries were crumbling.

But Houri was destined to prop up, not destroy, national borders. On a trip home to Paris in August 1999, he discovered something that
upended his career, not to mention conventional thinking about the Internet and territory. Staying in his parents’ apartment, he flipped on his laptop after dinner to check his e-mail before bed. As the computer came on, Houri saw a portal he was accustomed to seeing in New York. Blinking cheerfully at the top of his screen was a banner advertisement for an American flower delivery service, accompanied by a 1-800-FLOWERS number usable only in the United States.

In that moment, Houri realized that the logic of the Internet did not point inexorably toward the flattening of frontiers. He saw that, on the contrary, a borderless flower delivery service made no sense at all. He also grasped that people would pay for software that took the boundaries of real space and re-created them on the Internet, so that flower deliverers and a thousand other e-tailers could know where their customers were. There would be big money, he thought, in a technology that prevented people outside America’s borders from seeing the American ad, and that substituted a French ad for a French audience and a German ad for a German one. The same technology would allow news and entertainment sites to segment their content according to the whereabouts of their audiences. All it would take was a program to locate web surfers in real space. So Houri founded a firm named Infosplit that was devoted to doing just that.41 And as we saw in chapter 1, he played a major role in the French court’s revolutionary use of the technology in the Yahoo case.

The idea of locating Net users in real space was not new. Ever since the Net became commercialized in the mid-1990s, Internet firms have tried, with various degrees of success, to discover the geographical identity of their customers. The “choose a country” and “choose a server” links described above are one such attempt. Some websites ask users to type in an area code and promise to access the site from certain places. Some porn sites warn surfers in places where pornography is illegal not to enter the sites. Others require users to send geographical identification (such as a driver’s license) by fax or snail mail before
allowing access to a page. Yet others check the address associated with
a credit card as proof of geographical identification.

But all of these techniques of real-space localization are time-
consuming and for the most part unreliable. It is easy to lie about
where one is, or ignore warnings not to access pages in places where
doing so is illegal. Even if there is no incentive to lie—as with pages
that ask you to choose a language or a server—the old-fashioned geo-
location techniques were still slow and antithetical to the Net’s culture.
As Sanjay Parekh, the founder of Digital Envoy, another geo-ID firm,
wondered during an “aha” experience similar to Houri’s: “The entire
point of the Web is to bring you information simply and quickly. Why do
I have to scroll through dozens of countries before accessing the site?
Surely there has to be a way for [the site] to recognize where I am.”

At the turn of the century, Houri’s Infosplit, Parekh’s Digital Envoy,
and a half a dozen other firms such as Quova (which acquired
Infosplit in 2004), Akamai, and NetGeo set out to make geographical
identification on the Net easy, reliable, and invisible. Instead of re-
quiring Net users to take extra steps to reveal or prove real-space lo-
cation, they devised a way to make geo-location automatic. And they
did so using the very features of Internet architecture that supposedly
defied geography.

As we saw in chapter 1, IP addresses reveal little about a computer
user’s physical location. But the information packets that make up
Internet communications travel via giant computers whose locations in
real space are easy to identify. A “tracing” packet can report the list
of computers through which a communication travels, much as a car
driving along a network of highways collects a receipt at each toll. Just
as one could determine the origin of the car’s journey by looking at
this collection of receipts, computers can trace the path of each informa-
tion packet to determine the computer node closest to the com-
puter from which it originated—usually, the servers of businesses and
universities, or the Internet connection points for Internet Service
Providers. This information is then cross-checked against other IP
databases that offer different clues about the geographical location of
computers on the Internet.

No single database, by itself, suffices to identify the location of
Internet users. But when the various databases are cross-referenced
and analyzed by powerful computer algorithms, the geographical location of Internet users can be determined with over 99 percent accuracy at the country level. A web operator using this system can automatically determine the location of computer users seeking access to his page, and can display a page tailored to the user’s locale. The identification process is invisible to the visitor—all she sees is content designed for her locality.

Net geo-identification services are still relatively new but are starting to have their effects on e-commerce. Online fraud, and in particular online identity theft, has been a big challenge for e-commerce, causing firms and consumers to lose billions of dollars each year. Geo-identification is helping to solve this problem. When you make a credit card purchase in real space, the card company knows where in the world you are making the purchase. If the geographical pattern of your buying is unusual, they take steps to verify that the card is being properly used. Geographical identification on the Net works in a similar fashion. If stolen credit card numbers are used on the Net from an atypical or high-risk location, or in two places at once, red flags go off.

Geo-ID is also improving Internet advertising by making it possible, as Houri and Parekh envisioned, to display ads automatically in the correct language, geared to local conditions. When a firm advertises on Google, it can pay extra to target its campaign by nation, region, or city. As a result, when you type in to Google the terms “massage” or “house renovation” from a computer in Boston, local ads for these services appear on the right-hand sponsored links. Geo-identification software is also speeding the delivery of electronic products, enabling Akamai and similar firms to deliver content automatically from the closest “cache” website, without having to ask the consumer where she is.

Another example is the zoning of entertainment. An important hurdle to the distribution of entertainment on the Net has been that certain programs cannot lawfully be viewed in certain places. Major League baseball teams, for example, give exclusive broadcast rights to local television stations. This angers not only the local New York and Boston fans who would like to watch Yankees–Red Sox games on TV. It also angers those outside of New York and Boston who want to
watch Yankees–Red Sox games on the Net, but who were prevented from doing so because Major League baseball could not, with the original technology of the Net, broadcast games to fans outside New York and Boston while honoring its commitment not to broadcast in New York and Boston. Beginning in 2003, however, Major League teams began streaming games using geo-identification software that blocked viewers in prohibited areas, earning over $130 million in Internet broadcast revenues in 2004.⁴⁷ Without the geo-ID technology, explains the CEO of MLB’s online division, “we simply could not offer our product.”⁴⁸ For similar reasons, and in similar ways, online movie businesses, web gambling firms, and software manufacturers, under the influence of the Yakov decision, are using geo-identification technology to ensure that their digital products do not enter countries where they are illegal.⁴⁹

Net geo-identification is not foolproof. While country identification is remarkably accurate, state and city identification is less reliable. Slippage at the subnational level is caused in part by the tens of millions of America Online users who use AOL’s proprietary proxy server in Virginia, which makes it seem like all AOL users reside there. Another problem is that Internet anonymizers (intermediate web servers that disguise the user’s IP address) and remote Internet connections can, despite countermeasures by geo-ID firms, still sometimes defeat the identification process.

Imperfections like these will always exist. But geo-ID does not have to be perfect to be effective. Fairly accurate identification suffices in most real-space contexts, and it will do so on the Internet as well. Moreover, IP-based systems of identification are being supplemented by scores of other geo-ID techniques. The increased use of Wi-Fi, for example, will make it easier to track people geographically through radio signals and satellites. And rising Net activity on portable devices like web-enabled phones will permit easier geographical tracking through the Global Positioning Systems (GPS) that are built into the phones.

The various geography-sensitive elements of the Internet discussed in this chapter—“choose a country” links, language differences, bandwidth distribution, geographical identification technology, and much more—show that geography remains crucially important, especially
in the Internet era. They also show that the Internet's sensitivity to geographical difference happened naturally, via market mechanisms, as content providers and hardware and software makers responded to varying local demands. But there was another, much more powerful interest that was sensitive to geography and that, in various ways, also wanted to border the Internet: territorial governments. The next three chapters consider governments' responses to the borderless medium.
How Governments Rule the Net

In 1966 a retired British Major named Paddy Roy Bates took a liking to a small, abandoned concrete platform in the North Sea nicknamed "Rough's Tower." Rough's Tower was a World War II gun tower used by the British to fire at German bombers on their way to London. By 1966, nobody wanted the rusting contraption, so Bates renamed it the "Principality of Sealand" and declared independence from the United Kingdom, six miles away. He awarded himself the title of Prince Roy, and proceeded to issue Sealand passports and Sealand stamps with pictures of his wife, Joan, an ex-beauty queen.¹

Sealand has had a colorful history, but before 1999, nothing suggested that a chunk of concrete and steel off the English coast might have anything to do with the history of the Internet. That year, Bates agreed to let a young man named Ryan Lackey move to Sealand and begin transforming it into a "data haven." Lackey's company, "HavenCo," equipped Sealand with banks of servers, and Internet links via microwave and satellite connections.² Borrowing an idea from cyberpunk fiction, HavenCo aimed to rent computer space on Sealand to anyone who wanted to escape the clutches of government. It promised potential clients—porn purveyors, tax evaders, Web gambling services, independence movements, and just about any other government-shy Internet user—that data on Sealand servers would be "physically secure against any legal action."³ HavenCo, the company boasted, would be "the first place on earth where people are free to conduct business without someone looking over their shoulder."⁴
HavenCo was the apothecosis of the late 1990s belief in the futility of territorial government in the Internet era. Lackey’s company was premised on the commonplace assumption that governments cannot control what happens beyond their borders, and thus cannot control Internet communications from abroad. “If the king’s writ reaches only as far as the king’s sword, then much of the content of the Internet might be presumed to be free from the regulation of any particular sovereign,” wrote Duke law professor James Boyle, generalizing the point.

In the end, though, HavenCo didn’t realize Lackey’s dreams. National governments have been able to assert control over the local effects of offshore Internet communications. They have done so not by going after computer sources abroad, but rather through coercion of entities within their borders. This chapter shows how this method of control works, and assesses some of its limitations. By witnessing the struggle to control extraterritorial harms, we can learn something not only about the history of the Internet, but also about the complex relationship among law, territory, and government power.
Beyond Borders

Many stores in New York’s Chinatown sell counterfeit Gucci bags and Rolex watches at a fraction of the usual cost. While some are junk, some of the more expensive counterfeits are good enough to compete with the originals. They come from manufacturers overseas, in China, Thailand, or the Ukraine, that are far beyond the territorial control of the United States, and might as well be in Sealand. Since only a tiny fraction of these fakes can effectively be stopped at the border, HavenCo’s logic would suggest that the United States and other nations are powerless to stop the trade in counterfeits.

But the counterfeits’ story shows the opposite. It shows how governments control the illegal local effects of extraterritorial conduct, even when they lack the power to punish overseas producers, the resources to stop the illegal goods at the border, or the will to punish domestic consumers.

The most important targets of the laws against counterfeits—trademark laws—are local retailers.6 If the fake Rolexes come from Thailand, it doesn’t matter much that the United States can’t go after the Thai manufacturers, because Wal-Mart won’t sell you one. Wal-Mart doesn’t sell counterfeits because doing so would be an obvious breach of a law from which it cannot hide. Wal-Mart’s physical assets, its corporate headquarters, and its founding family all are in the United States, making it hard for the firm to evade U.S. government action. This is why trademark law cares little about end users. It isn’t even illegal to own a counterfeit watch; it is only illegal for Wal-Mart to sell you one.7

It is true, of course, that even by controlling Wal-Mart, Macy’s, and Sears, the United States doesn’t eliminate counterfeit goods. Gucci and Rolex lose potential income each year to counterfeit purchases. But it doesn’t follow that the trademark laws are useless. The law need not be completely effective to be adequately effective.8 All the law aims to do is to raise the costs of the activity in order to limit that activity to acceptable levels. We do not conclude from the persistence of occasional bank robberies that laws against theft are ineffective, or even suboptimal. Often, the law accepts small evasions because achieving perfect legal control, though possible, is just too expensive.
Similarly, the fact that there are sellers—like the stores in Chinatown—who are willing to assume the legal risk of selling counterfeits does not mean that the trademark laws are ineffective. To be effective, trademark law need only throw enough sand into the workings of the counterfeit market so that Gucci and Rolex continue to make smart profits. Certainly, government could do more to dry up the counterfeit market. It could hire more enforcement officers, invest more in border control, criminalize the purchase of fake goods, or increase the punishments dramatically. But the system can be adequate to its task even though the government could do more, and even though compliance is not perfect. Government regulation works by cost and bother, not by hermetic seal.

The fake Rolex example teaches a crucial lesson about how law actually works. We tend to think of law as like the Ten Commandments—a series of direct, individualized directives (thou shall not kill, steal, or bear false witness). And while some laws do work this way, many do not. It is easy to overlook how often governments control behavior not individually, but collectively, through intermediaries. Pharmacists and doctors are made into “gatekeepers” charged with preventing certain forms of drug abuse. Bartenders are responsible for preventing their customers from driving drunk, and gun manufacturers have in recent years been held liable for the injuries of shooting victims.

Similarly, to control offshore Internet communications from places like Sealand, governments threaten local Internet intermediaries: the people, equipment, and services within national borders that enable local Internet users to consume the offending Internet communication. Government action against such local intermediaries makes it harder for local users to obtain content from, or transact with, the law-evading content providers abroad. In this way, government affects Internet flows within their borders even though they originate abroad and cannot easily be stopped at the border.

**Extraterritorial Control Through Local Intermediaries**

How precisely does control of local intermediaries relate to the government’s ability to influence offshore content providers? Most
illegal acts can be understood as transactions involving three relevant parties: the “source” (the manufacturer), an intermediary (the Chinatown shops), and a “target” (the purchasers):

Havens move the illegal source outside the limits of the government’s physical control. A simple haven strategy can be pictured as follows:

The counterfeit Gucci bags from Thailand follow this example. The source of the illegal conduct—the manufacturer of the counterfeit goods—has moved overseas. Yet, as we see in that example, both the intermediaries and the targets remain within the physical control of the government. This leads to an important insight: effective control over any of the three elements of the transaction permits the government to control conduct within its borders. In the counterfeit goods example, control over the intermediary sellers or (if the government had the resources) the actual purchasers could effectively control the illegal transaction.

One might think that the source can diminish the problem of government control by eliminating the intermediaries. Such disintermediation is what many think the Internet is supposed to be all about. On the Net, after all, you don’t need a stock broker to lose money, and you don’t need to visit a bookstore to buy books. That evasion technique, disintermediation, is pictured here:
In principle, this is a powerful strategy. It leaves the government with the sole option of trying to hunt down the “target” end users, who might be numerous and expensive to find (more on this later). So, if the Internet, as advertised, is eliminating intermediaries, doesn’t this mean that traditional governmental power is doomed?

The problem with this theory, which pervaded Internet thinking in the late 1990s, was its central premise. The rise of networking did not eliminate intermediaries, but rather changed who they are. It created a whole host of new intermediaries, the most important of which (for our purposes) are ISPs (Internet Service Providers), search engines, browsers, the physical network, and financial intermediaries. In short, the Internet has made the network itself the intermediary for much conduct that we might have thought had no intermediary at all prior to the Internet.

But if governments control the Net through intermediaries, why can’t content providers evade this control by just circumventing intermediaries? The answer is that it is hard to get rid of intermediaries because the elimination of intermediaries is in many cases the same thing as the elimination of the underlying conduct. Specialized intermediaries exist, after all, because they allow people to do things that would be difficult, or even impossible, for them to do themselves. It doesn’t make sense to speak of making telephone calls without some entity to connect calls. Car manufacturers exist because, though it might be possible for people to make cars on their own, the cost would be enormous. To truly act without any intermediaries means acting by oneself. There are few things that one can do without the direct or indirect assistance of someone else. And so in the Net context, scores of intermediaries are needed to make the Net experience work. Most of the time, they are invisible, but they are there. And they can be controlled.

What about moving the intermediaries themselves offshore, beyond the range of government control? Here is what such a move would look like schematically:
This model is no more realistic than the one that eliminates intermediaries altogether. In the Internet context, there are always local intermediaries. The most basic, of course, is the actual computer through which individuals access the Net, and which nations can regulate. Behind that are many more that we have already discussed: the physical communications lines, the network nodes, search engines, ISPs, and the like. If you try to access an unregulated offshore ISP through a long-distance telephone call, the phone system becomes an important intermediary. If you unplug your line and connect by Wi-Fi, the computer remains an intermediary, as does a physical network standing behind a Wi-Fi connection. And so on. Local intermediaries are a defining, and therefore ineliminable, aspect of the Internet.

We have discussed the enforcement options that remain when the source of illegal materials moves overseas. But what if, in response to enforcement, end-users or “targets” also leave the country? This is the possibility of “total exit” pictured here.

The creation of an exile community is indeed a kind of final escape from undesirable laws. Moses and the Israelis fled Egypt in search of (among other things) a better legal system. And today, more prosaically, lovers of high-stakes gambling can move to Las Vegas, and serious marijuana users can make their home in Amsterdam and enjoy a different kind of life. But at some point this becomes less of a challenge to government power than an acceptance of it. If you move
from the United States to Germany to escape highway speed limits, that is less what we think of as evasion, and more like what we think of as emigration.

**Finding the Internet’s Intermediaries**

In the 1990s, Lawrence Lessig revolutionized cyberlaw thinking with his sustained analysis of the premise that “code is law.” What Lessig meant was that the architecture of the Internet—its hardware and software—was a different and potentially very powerful way of controlling Internet behavior. One of Lessig's aims was to throw cold water on the hyperlibertarianism of the early Internet days by showing that sometimes government does a better job than private firms (especially monopolies) of designing Internet code in ways that serve user interests. Another aim was to show that the government could control the Internet by controlling its hardware and software. What we learn in the remainder of this chapter sheds a different light on Lessig’s thesis. When government practices control through code, it is practicing a commonplace form of intermediary control. Sometimes the government-controlled intermediary is Wal-Mart preventing consumer access to counterfeit products, sometimes it is the bartender enforcing drinking age laws, and sometimes it is an ISP blocking access to illegal information. In what follows we work through what have
emerged as the primary intermediaries of government control over the Internet.

Transport

As far back as 1995, the Germans raided the Bavarian offices of CompuServe, and later indicted and tried the German manager of CompuServe Deutschland. The offense: failing to prevent child pornography, much of which came from outside Germany, from reaching German citizens.\(^{14}\) The prosecution made CompuServe think twice before allowing illicit content through its German portal. In 2001, the British government threatened British ISPs with criminal prosecution for distributing illegal adoption sites, including sites located abroad. The result: British ISPs blocked the sites to keep people in Great Britain from accessing them.\(^ {15}\) Today, German, French, and British laws require local ISPs to screen out illegal content once they are notified of its existence.\(^ {16}\) A European Union Commerce Directive imposes the same basic rule—a rule that, in practice, causes ISPs to err on the side of caution in removing content.\(^ {17}\)

Internet Service Providers are the obvious first target for a strategy of intermediary control. It can be great fun to talk about the Internet as a formless cyberspace. But, as we saw in chapter 4, underneath it all is an ugly physical transport infrastructure: copper wires, fiber-optic cables, and the specialized routers and switches that direct information from place to place. The physical network is by necessity a local asset, owned by phone companies, cable companies, and other service providers who are already some of the most regulated companies on earth. This makes ISPs the most important and most obvious gatekeepers to the Internet.\(^ {18}\) Governments can achieve a large degree of control by focusing on the most important ISPs that service the vast majority of Internet users. “Pressure applied strategically to the concentric ISPs serving smaller ISPs—one or two “dolls” up in a Matryoshka sequence of destination ISPs—can cover large swaths of subscribers,” explains Jonathan Zittrain.\(^ {10}\)

As the examples above suggest, the command-and-control Europeans are, in the Western world, pioneers in using ISPs to control unwanted Internet content. Regulation-sensitive Americans have been
relatively hands-off, and in fact the United States expressly immunizes ISP from liability in many contexts for the illegal acts of third-party users. At the other end of the spectrum, the true champions of information-transport control can be found in the East. As the next chapter shows in detail, China has from the beginning maintained extremely close control of every element in the Internet transport pipeline. Saudi Arabia has a less aggressive, but still extensive, nationwide filtering system. According to a 2004 report by the OpenNet Initiative, the Saudi government puts proxy servers between the government-owned Internet backbone and servers outside of the Kingdom. If a Saudi ISP user requests illicit content on a foreign server, the request travels through the intermediate proxy server, where it can be filtered and blocked. All the user sees is a “block page” stating that “[a]ccess to the requested URL is not allowed!” Saudi Arabia is most aggressive about blocking pornography, websites that promote drug use, Web gambling sites, information about tools to circumvent the government’s filtering, and sites that promote religious dialogue between Muslims and Christians.

Information Intermediaries

Norwegian Andreas Heldal-Lund describes himself as “a skeptical atheistic freethinking pacifistic positive engaged and tolerant heathen who bases his life on modern secular humanism.” He lives in Norway and is a member of both the “Norwegian Society of Heathens” and “Human-Etisk Forbund,” a national secular humanist organization. He is also perhaps the Church of Scientology’s greatest living irritant. Heldal-Lund has since 1996 devoted much time to a website, “Operation Clambake,” that exposes the deepest secrets of the Church and attempts to debunk its teachings.

For the Church of Scientology, Heldal-Lund’s activities presented a serious problem of information control. A major benefit of rising through the ranks of the Church’s strict internal hierarchy is access to carefully guarded teachings and writings. But in 2002 Operation Clambake’s website began to host many of the important teachings of the Church. Suddenly, writings that were meant to take years of preparation to read (and cost tens of thousands of dollars in training) were available to everyone on the World Wide Web.
Unable to shut down Clambake’s Norwegian service provider, the Church turned to a different technique. It sent letters to Google, the Web’s most popular search engine, demanding that Google take down Clambake’s sites under an American law, the Digital Millennium Copyright Act. According to the Church, Clambake’s materials were an infringement of copyright that Google was legally obliged to block. Google complied, and for a while a search for “the secret library of Scientology” failed to deliver anything related to Operation Clambake. Eventually, for reasons that remain mysterious, Google restored many of the Operation Clambake sites. The Clambake story nonetheless sheds light on an under-recognized fact: search engines like Google routinely block links because of possible governmental action.

Google receives a constant stream of letters in the United States—about thirty per month—insisting that it remove specified pages from its search results, usually because of alleged copyright or trademark infringement. Google complies with most of these requests. Many of these pages are located on servers outside the United States, beyond the direct control of U.S. law. But the government, or those invoking its laws, can block the offshore content provider by going after the local search engine instead.

As with information transport, Europeans are more aggressive about using search engines as Web content-blockers. In 2002, Jonathan Zittrain and Ben Edelman found that Google in France and Germany (google.fr and google.de, respectively) blocked more than one hundred sites that were available on google.com. “While google.fr and google.de use google.com’s database concordance of 2,469,940,685 web pages (Google’s count as of October 20, 2002), the French and German sites seem to screen search results corresponding to sites with content that might be sensitive or illegal in the respective countries,” explained Zittrain and Edelman. Most of the sites blocked in France and Germany unsurprisingly concerned Nazism, hate speech, white supremacy, and related sites that are banned in those countries but lawful in the United States.

The general technique of controlling information intermediaries has extraordinary potential. Consider how often you rely not just on search engines to find information but also on blogs, online newspapers, and other intermediaries that point you in the direction of useful information. It is one thing for government to crack down openly on
forbidden information. But it can be harder to notice that information has become more difficult to find. It is hard, in other words, to know what you don’t know.

**Financial Intermediaries**

In the early 2000s, online cigarette vending looked like a promising business, especially on Indian reservations that typically place no taxes on cigarettes sales. A 2001 survey found that of eighty-eight online cigarette vendors, forty-nine were on reservations and most of the rest were in low-tax states. The basic advantage of buying online in bulk is convenience and tax avoidance. In New York State, for example, state taxes amount to about $15 per carton. It is thus unsurprising that, by 2004, online cigarettes were a $1 billion industry, or 3.1 percent of industry volume.

All that changed in 2005. The Federal Bureau of Alcohol, Tobacco, and Firearms, joined by several states, decided to crack down on online sales. They didn’t bother actually charging the vendors with anything. Instead, they went after crucial financial intermediaries—the major credit card companies. The bureau simply ordered Visa, MasterCard, and AmEx to stop taking online cigarette orders or face the consequences. Government officials argued that the online sites weren’t doing enough to comply with age verification laws, and weren’t making sure that states receive their sales tax.

Was the government right? Online cigarette companies are hardly the only ones who do not charge state sales tax on online sales, and as for underage buying, the tobacco vendors insisted that they do maintain controls. Experts agreed online purchases by minors were not a serious problem, or no more serious than any other way that minors get access to cigarettes. But the vendors will never have a chance to test their theory in court. The credit card companies accepted the government’s position, and that was that.

“Not since the dot-com bust have so many sites gone south so quickly,” reported the New York Times in the spring of 2005. Scores of online vendors went under in a two-week period. They “lost the means to do business profitably, and are either limping along or have shut down their operations altogether.” Without access to credit card payment, the cigarette websites might have tried other financial inter-
mediaries, like PayPal. But PayPal capitulated too, just as it did in a similar situation when New York officials threatened it with fines for financing illegal offshore Web gambling. \(^{14}\) Checks or direct deposits from local banks would in the end fare no better, since local officials could go after these new intermediaries with the same tools it used against the others. There might be other ways for the determined purchaser to buy online cigarettes, but at some point buying cigarettes online becomes enough of a legally dangerous pain in the rear to kill the business model.

As the cigarette example shows, governmental targeting of financial intermediaries can cripple an online industry, particularly one that is premised on convenience of payment. Could the online pharmaceutical industry prosper if the seller didn’t take credit cards? Could Amazon or eBay stay in business without convenient lines of credit? Probably not. And that is how, without ever laying a finger on online sellers, the government can impose its power, often without even needing to go to court.

**The Domain Name System and Internet Membership**

In the fall of 2000, Al Gore and George W. Bush were fighting for the American presidency, aided by hundreds of millions in campaign contributions. That gave James Baumgartner, a student at the Rensselaer Polytechnic Institute, a clever idea. As a commentary on the role of money in the election, he opened the website voteauction.com as a place for otherwise uninterested voters to sell their votes to the highest bidder. \(^{35}\) Its slogan was “Bringing Capitalism and Democracy Closer Together.” With so much money being spent trying to influence elections, why not just pay the money directly to the voter? Baumgartner billed Voteauction as “the only election platform channeling ‘soft money’ directly to the democratic consumer.” \(^{36}\)

The site actually worked. As the *Chicago Tribune* reported in early October of 2000, 521 unidentified people in Illinois had agreed to sell their presidential votes. The top anonymous bid for the 521 votes was $8,500, or $16.31 per head. \(^{37}\) While Baumgartner intended the site as satire, the Chicago Board of Election Commissioners decided there was nothing funny about offering to buy and sell votes, and it moved to shut down Voteauction as quickly as possible. And it chose a novel
means. Instead of targeting Baumgartner, or trying to hunt down the vote-sellers themselves, it went after an essential asset—the name "voteauction.com."³⁸

In short order, an Illinois judge imposed an injunction not on Voteauction but on its U.S. domain name registry, Domain Bank, which had a standard domain name registration agreement prohibiting domain name use for "illegal purposes."³⁹ Domain Bank banished voteauction.com’s domain name as if it were the itinerant Mr. Bungle, "shutting down voteauction.com all over the world."⁴⁰ One week later, voteauction.com opened up under a new domain name, "voteauction.com," registered in Switzerland with the International Council of Registrars (CORE).⁴¹ But CORE too had a prohibition against illegal uses in its standard domain name registration agreement, and after extensive telephone and e-mail discussions, vote-auction.com was shut down.⁴² Voteauction later began trying to publicize its numerical IP address, http://62.116.31.68, but that address is obviously much harder to find, and by then the voting was over.⁴³

In 2003, John Ashcroft’s Justice Department began a controversial crackdown on Web vendors of drug paraphernalia—purchasers of bongs, vaporizers, and other favorites. Its method: the seizure of the website domain names themselves. The Justice Department explained that seizing property used in the commission of a crime is a routine matter. And rather than shutting down the sites, the Justice Department, in effect, hijacked them. Visitors looking for a new pipe would instead read:

BY APPLICATION OF THE UNITED STATES DRUG ENFORCEMENT ADMINISTRATION, THE WEBSITE YOU ARE ATTEMPTING TO VISIT HAS BEEN RESTRAINED BY THE UNITED STATES DISTRICT COURT.⁴⁴

Since its experiment with drug sites, the Justice Department has also begun seizing the domain names of sites that facilitate copyright infringement, replacing them with warnings against piracy. "I believe this is one area—intellectual property rights—where there is a deterrent effect from aggressive and effective criminal prosecution," said Ross Nadel of the San Francisco U.S. Attorney’s Office. Nadel predicted that the government would redirect users to a privacy warning page following future domain name seizures.⁴⁵
Tight control over domain names is another looming and particularly effective way for nations to control Internet behavior. As discussed in Chapter 3, we take it for granted that the Internet’s “membership policy” is neutral and open. But that’s contingent, already under attack from several quarters, and a fact that could gradually change. Countries know that as a general matter, membership rules have always been a powerful means of control, whether it’s at a country club or the World Trade Organization. There may come a time, and that time might be soon, when accurately disclosing who you are is a condition of Internet membership. There may soon come a time when abusing your privileges as a member of the Internet could lead to expulsion from the club.

As these and other examples show, government has many types of intermediaries it can use for indirect control. None of these examples should obscure the most basic means of control: the direct physical coercion of individuals.

Targeting Individuals

Tore Tvedt ran a Norwegian organization called Vigrid, devoted to the worship of Odin, other ancient Norse gods, and the ideology of the Nazi party. Fearing Norwegian hate-speech laws, Tvedt had a clever idea. He placed his anti-Semitic propaganda on a server in the United States, beyond the reach of Norwegian authorities. Unfortunately for Tvedt, he didn’t do anything to put himself out of the reach of Norwegian authorities. One day in 2002, the Norwegian police simply arrived at the home of Tvedt and placed him under arrest.46

Tvedt illustrates the simplest and most direct strategy that governments use in response to illegal Internet content from abroad—physical arrest of individuals inside their borders. Sometimes, as with Tvedt, they do so to dry up the supply side of unwanted Internet communications. What happened to Tvedt also happened to Duane Pede and Jeff D’Ambrosia, two Americans who lived in the United States and were convicted of running an Internet gambling site from an island off the coast of Venezuela.47 Other times, governments crack down on individuals in order to dry up the demand side. When the FBI closed down Landslide Productions, a Texas-based website that
gave paid subscribers access to hundreds of Russian and Indonesian child porn sites, they discovered a database full of subscribers worldwide. Authorities in the United States, Canada, and Great Britain used this information to arrest thousands of Landslide customers within their borders.

Some may be skeptical of the effectiveness of arresting a few law violators when so many are violating the law. But this skepticism overlooks the deterrence effects of individual enforcement. In the late 1960s, economist and Nobel laureate Gary Becker argued that lawbreakers were rational, and that their decisions to break laws reflected a calculation of costs (including the chances of getting caught and the possibility of fines or jail time) and benefits (the financial and other rewards of crime). The government, Becker argued, doesn’t need to catch every lawbreaker to control lawbreaking. It just needs to increase the likelihood and severity of punishments to the point where for most people the costs of committing crime are less than the benefits. The economics of deterrence led Becker to argue that government shouldn’t waste too much money looking for criminals but instead should just raise the sanctions for breaking the law. You might think more than twice about parking illegally if a parking ticket meant a month in prison.

Matters are not, of course, as simple as Becker suggested. Fear of punishment is not the only reason people obey the law. Reflecting this intuition, academic work since Becker’s article has pointed out the limits on the amount of deterrence that can be achieved just by increasing punishments. Some people, for example, are poor enough that they don’t fear fines, or are so pessimistic about their future prospects that going to jail may not seem so bad. And of course there’s an upper limit on what most governments can threaten. For various social and moral reasons, parking violations do not usually result in one-month prison sentences. If governments punished relatively minor wrongs (like Internet gambling) as severely as serious crimes (like bank robbery), the law would lose its ability to send a message about what citizens should not do, and what they really should not do.

So there are limits to deterrence through individual enforcement. But Becker’s basic point—that even criminals respond to incentives—is sound. Enforcement against individuals is rarely an isolated strategy but usually part of a unified strategy that involves various means of intermediate control as well. The interesting and difficult question is
how much individual enforcement adds, especially in situations like those of mass disobedience that often prevail on the Internet, such as music filesharing. The point for now is simply that enforcement against individuals has at least some effect and is part of an integrated governmental strategy to crack down on law evasion.

Challenges

Our discussion of the techniques of government control over the Internet is not meant to suggest that the techniques always work perfectly. They do not. Nor do we mean to suggest that government control over Internet activities will always be as successful as when these activities take place outside the Internet. They will not, as consumers of pornography, web gambling, and free digital music know. At one level, these points are unsurprising. Every great technological innovation has the potential to lower the cost of violating law. The telephone, at least before wiretapping, made it easier for criminals to plan their activities. The record player and the radio increased the incidence of infringement of copyright-protected music. Transportation advances (the automobile, the airplane) made it easier for criminals to plan and commit crimes from abroad, or to commit crimes in one place and flee to another.

The same is true of the Internet, as porn and web gambling show. But as we have emphasized throughout this book, law has never been perfect. It succeeds by lowering the incidence of prohibited activities to an acceptable degree. The Internet will not, as Barlow and other romantics suggested, make it so easy to violate so many laws that the nation-state itself will cease to function. But in certain areas, techniques of law avoidance will prove more effective than in others. The interesting and difficult questions are how such new techniques of control will fare against new techniques of avoidance—and what the ultimate results of such arms races will be. We consider three main issues: small nations, intermediary minimization, and mixing.

The techniques of intermediary control are generally less effective in small nations, where opportunities for Internet intermediary control are diminished. The United States and France can control offshore Internet communications through intermediaries more readily
than Fiji and Ghana because the larger countries have a larger array of intermediaries to go after. We learned in chapter 1 that France was able to influence the local effects of Yahoo’s U.S. servers because Yahoo had many assets, including a subsidiary, in France. But Yahoo doesn’t have a presence or assets in Fiji or Ghana. Nor do information intermediaries like Google or Blogger. That doesn’t leave a country like Fiji without options. It can choose to block the Internet altogether, and it can still order its necessarily local intermediaries—for example, ISPs—to filter forbidden materials. But some of the techniques available to large-market countries are just unavailable to those with smaller markets.

Even in powerful countries, intermediaries, while impossible to eliminate, can in some contexts be relatively hard to control. The story of Web gambling in the United States provides a good example. In response to the rise of web gambling services in Caribbean countries like Antigua, U.S. enforcement officials focused their attention on local financial intermediaries—the credit card companies and Internet payment systems (like PayPal) that made it possible for Americans to ante up online. In 2002, New York’s redoubtable attorney general, Eliot Spitzer, used threats of prosecution to convince every major American credit card provider and online payment system to stop honoring web gambling transactions. “With this agreement, we will cut off an enormous line of credit that was a jackpot off illegal offshore casinos,” Spitzer proclaimed.52 This technique seemed to work pretty well, driving half of Antiguan web gambling firms out of business, and (in the words of the Antiguan prime minister) leaving a “significant, negative impact upon the [Antiguan] economy.”53

But Spitzer’s efforts did not end matters. As we’ll see in chapter 10, Antigua brought an action against the United States in the World Trade Organization. The web gambling firms fought back as well. Instead of relying on credit cards, they began to ask customers to wire money from local banks to offshore banks to use for chips.54 Because there are thousands of local banks in the United States, this strategy dramatically multiplied the number of intermediaries in the United States that enforcement officials must crack down on. And this, in turn, means that financial control of offshore web gambling is more complicated and expensive for local officials, for now they must go after thousands of intermediaries rather than just a dozen or so.
This arms race increased the costs to government of controlling gambling. But at the same time, of course, it increased the costs to gamblers themselves, who must now arrange to transfer money from banks rather than type in a credit card number, and who face heightened chances of legal jeopardy. It is difficult to generalize about when and under what conditions these swings of regulation and evasion will reach equilibrium. The government's resources dwarf those of private entities, and can, with sufficient focus and will, be expected to prevail in most contests. But the government does not always have the focus and will to prevail, often because at some cost the activity in question is simply not worth cracking down on further.

This latter point relates to the third technique of avoidance: mixing. Why is it so easy to get Internet porn in the United States? You might think it's because Internet porn is inherently difficult to control, but there's more to it than that. As we saw in chapter 2, the American Congress reacted quickly to the initial flood of Internet porn, passing the Communications Decency Act in 1996—a law that would have done much to drive pornography behind ID-protected walls. But the problem for government's efforts to control pornography is that it's hard to distinguish it from stuff the U.S. government doesn't want blocked, like artistic expression, sexual education, and news. As a result, the government's interest in stopping porn collided with its constitutional commitment to free speech. The Supreme Court, as we saw in chapter 2, concluded that the law's effort to crackdown on Internet porn swept up too much protected speech along the way. When a new technology that makes it much cheaper and easier to make and distribute pornography combines with the fact that pornography is hard to distinguish from deeply valued protected speech, the result is an increase in the incidence of available pornography.

This is the technique of "mixing" legal and illegal conduct. For law avoiders, it means structuring conduct so that a given business—for example, pornography—can only be stopped at the expense of giving up things that government and society value highly—like artistic expression and an open environment for speech. Mixing gives the government no choice but to lose what it likes when it bans what it doesn't like. It means taking advantage of deeply held national values, like commitments to open commerce, free speech, or respect for citizen privacy. That can be enough for a country like the United States to
leave an activity, like pornography, basically unregulated. It doesn’t mean the United States cannot control pornography, for the United States could in theory adopt techniques used in countries like Saudi Arabia that worry less about the incidental effects on protected speech. What it means is that the United States would be forced to compromise in ways it is unwilling to do.

Nation size, intermediary minimization, and mixing can all affect the success of national Internet control. We address additional challenges to Internet control in chapter 10. But while these challenges should not be overlooked, they should not be overstated either. Along other dimensions, the Internet, like all previous communications technologies, increases government power. For example, it enhances the government’s ability to monitor the everyday activities of its citizens, to know about, and thus potentially to control, what is going on in every recess of the nation, and to convey government information and propaganda. These Internet-related powers are often held in check in countries like the United States that value privacy and free speech. But as we will see in chapter 6, in the hands of a government like China that does not share these values, the Internet enables frighteningly unprecedented control by the government over individuals.

Epilogue

On August 3, 2003, HavenCo founder Ryan Lackey went to Las Vegas to give an astonishing speech at DefCon, the annual convention for computer hackers. His talk was titled “HavenCo: What Really Happened.” HavenCo, he revealed to the world, had never been the success it was portrayed to be. The story of the giant server farm, hidden deep in the recesses of Sealand, was a lie: HavenCo’s equipment consisted of “five relay racks standing mostly empty.” The “dozens” of customers HavenCo claimed were, at the best of times, roughly ten, almost all online casinos. And now, Lackey reported to the crowd, HavenCo was dead.

HavenCo died for two related reasons. The first was the absence of cooperative intermediaries, especially financial intermediaries. “Sovereignty alone,” said Lackey, “has little value without commer-
cial support from banks, etc.\textsuperscript{958} Banks wouldn’t cooperate with HavenCo, one suspects, for the same reasons that U.S. financial institutions are not cooperating with online cigarette sales. Local pressure on these crucial intermediaries influences how they interact with providers of information content.

Sealand itself also turned out to be susceptible to the pressures of powerful governments. More than anything else, Prince Michael, the ruler of Sealand, wanted recognition as an actual country. HavenCo’s unseemly activities, he began to believe, were an impediment to that dream. The Prince began to insist that HavenCo adhere to “norms of international practice and custom” and demanded that nothing “offensive” be available from his sovereign nation.\textsuperscript{59} But of course, the hosting of “offensive” content was HavenCo’s raison d’être. Without it, HavenCo was nothing. The company sank into a slow decline, shedding customers and losing money, until finally came what Lackey called the “nationalization” of HavenCo in November 2002, when Sealand kicked HavenCo off the island. Sealand today nominally owns what remains of HavenCo—a jumbled pile of network equipment, rotting and obsolete.
"Long live prostitutes" was the title of Wang's posting. Fifteen years old, living in China, and full of teenage bluster, Wang had collected fifty-four reasons to think Chinese politicians worse than prostitutes. The list included:

- There is no indicator that prostitutes will disappear, but there are many indicators that the government will collapse.
- Prostitutes allow others to oppose them, unlike the government which arrests opposition and "re-educates" them through labor.
- Prostitutes have no power, unlike those who use their power to suppress others.
- Prostitutes do not need you to love them, unlike that group which forces you to love it.
- Prostitutes win customers with credibility, unlike those who maintain power with lies.
- Prostitutes sell flesh, unlike those who sell soul.¹

Liu Di was a psychology student at Beijing Normal University who called herself the "Stainless Steel Mouse" and ran an "artist's club" through her personal website. In 2002, in one of her many stunts, the twenty-two-year-old urged her followers to distribute Marxist literature:
Let’s conduct an experiment of behavioral art: disseminating communism on the street! We can print copies of “The Communist Manifesto.” However, we should take “Communist” out of the title. Then, like sociologists, we ask people on the street to sign their names onto the Manifesto.

Liu Di wrote an essay titled “How a national security apparatus can hurt national security.” Echoing typical criticism of governments everywhere, she called China’s security apparatus “limitless,” or possessed of “a tendency to expand, without limits, its size and functions.”

Wang’s message and the writings of Liu Di appeared on obscure Internet sites. Nonetheless, they came to the attention of the Chinese authorities and provoked swift action. Soon after Wang posted his message, it was deleted. He was arrested in Henan and subjected to an unspecified punishment. Wang’s story was printed in the People’s Daily as a warning, with the headline “15-Year-Old Youth Punished For Making Reactionary Argument That the Government is Prostitute.”

The State Security Protection Bureau arrested Liu Di on her university campus on November 7, 2002. Her site was shut down, and she was jailed and forced to share a cell with a convicted murderer. When human rights groups and other Chinese Internet users protested, the government responded by arresting five Net users who had signed a petition calling for Di’s release. The State Security Bureau told Liu Di’s parents that their daughter was charged with “being detrimental to state security.” Liu Di was held for a full year, then released subject to permanent surveillance and banned from speaking to foreign journalists or traveling outside of Beijing.

These examples of political control are one side of the Chinese Internet. But if you visit China, you’ll be struck by a different and seemingly paradoxical reality—information technology.

Liu Di, Internet writer who was arrested for her essays (AFP/AFP/Getty Images)
and mass media are flourishing as never before. By 2005, China's aggressive broadband rollouts had created nearly as many Chinese broadband users as in the United States. One hundred million people in China had Internet accounts, there were 4 million Chinese blogs, countless chatrooms, and scores of commercial sites like eBay China and Ctrip.com, a travel reservation site.

Facts like these led many, including the New York Times's Nicholas Kristof, to believe that China's Communist Party must be losing power. As Kristof wrote in a 2005 column, Death by a Thousand Blogs, "the Chinese leadership . . . is digging the Communist Party's grave, by giving the Chinese people broadband." Like many others, Kristof believed that the Internet, once it reaches a country, is an unstoppable liberating force. Kristof's colleague Thomas Friedman put it this way: "the Internet and globalization are acting like nutcrackers to open societies."

This chapter explains why this conventional wisdom is wrong. Some people, when they see pornography and web gambling and hate speech flourishing on the Internet, wonder whether the techniques of intermediary control and individual deterrence can do the job. But as the China example shows, a government's failure to crack down on certain types of Internet communication ultimately reflects a failure of interest or will, not a failure of power. The developing Chinese Internet shows what a government that really wants to control Internet communications can accomplish.

The Chinese government does not try to control everything on the Internet. William Farris of the Congressional-Executive Commission on China states that the Chinese government is "drawing an increasingly clear line. You can talk about what you want, but no direct threats to Government." It is trying to create an Internet that is free enough to support and maintain the world's fastest growing economy, and yet closed enough to tamp down political threats to its monopoly on power. The government is doing this by grafting Chinese nationalist ideology onto the network itself, in the process literally changing the nature of the Internet in China. Because of linguistic and cultural differences with the West, and because of the government's extraordinary system of monitoring and filtering, the Chinese Internet is becoming less and less like its Western counterparts—it is pulling away from the rest of the world.
China is not only an extreme example of control; it is also an extreme example of how and why the Internet is becoming bordered by geography. Only time will tell whether the China strategy will work, or whether the sheer volume of information will erode the government’s influence and render the Internet in China open and free. But so far, China is showing the opposite: that the Internet enjoyed in the West is a choice—not fate, not destiny, and not natural law.

President Clinton and the China Democracy Party

When President Bill Clinton visited China in 1998, he pledged to spend time talking about freedom of information and human rights. While in Shanghai, Clinton stopped at an Internet café to mingle with young Internet users. He said afterward, “I had an incredible experience in one of these Internet cafés in Shanghai.” Access, he declared, was now open to all. “Even if they didn’t have computers at home, they could come to the café, buy a cup of coffee, rent a little time and access the Internet.” Clinton later joked about China’s prospects for controlling the Net. “There’s no question China has been trying to crack down on the Internet—good luck. (laughter). That’s sort of like trying to nail Jell-O to the wall. (laughter).”

While Clinton was visiting China, Wang Youcai, a political activist, decided to test Clinton’s theory. On the morning of June 28, 1998, Wang went with two friends to the Civil Affairs Bureau in Hangzhou, China. The bureau is located near the famous and picturesque West Lake, former summer residence of the emperor, about eighty miles south of Shanghai. As part of a careful plan devised via e-mail, Wang decided to register, openly, an opposition political party, with a name similar to President Clinton’s party: the “China Democracy Party.”

Wang was aware of the risks but felt the time was ripe. Clinton was in China; the regime had begun to signal some degree of political relaxation—yet another “Beijing Spring” in the history of Chinese politics; and the China Democracy Party had the liberating power of Internet technology on its side. Even if the registration failed, Wang had set up overseas websites, and used a U.S.-based e-mail newsletter (“VIP Reference”) to communicate his ideas to thousands of main-
land Chinese. The China Democracy Party would, they thought, follow a long history of overseas Chinese opposition movements and conduct its resistance in cyberspace. Wang was putting the Internet's capacity for political liberation to the test.

Wang's application was, unsurprisingly, rejected. The next day, June 29, police officers came to his home in Hangzhou. While his wife and children watched, they took Wang away. As his wife, Hu Jiangxia, later said, “Plain-clothes police came to our house around one o'clock and talked to my husband about his activities and about the China Democracy Party. They took him away just before four o'clock.” The detention came just as Clinton arrived in Shanghai, 80 miles from Wang's home.

Wang and others were formally charged, several weeks later, with “fomenting opposition against the government.” His wife wrote an impassioned letter to President Jiang Zemin. Does he “deserve to be treated like this just because of the pursuit of democracy and freedom?” she asked. Her letter, available only outside of China, went unanswered.

On December 18, Wang was tried in a Hangzhou court without a lawyer. Facing a possible penalty of life imprisonment, he pled not guilty and conducted his own, unsuccessful, defense. His trial lasted only a few hours. He was sentenced on December 21, 1998, to eleven years imprisonment and three years deprivation of political rights for subversion. Around the same time, most of the other founding members of the China Democracy Party were tried and imprisoned. Wang and his colleagues had become Clinton's Jell-O, nailed to the wall.

Three days before Wang's sentencing, President Jiang Zemin gave a landmark speech commemorating the twentieth anniversary of economic reforms that began in 1978. President Clinton, during his visit earlier that year, described “a genuine movement toward openness and freedom.” But here Jiang spoke on a different topic: the necessity of absolute information control. “From beginning to end, we must be vigilant against infiltration, subversive activities, and separatist activities of international and domestic hostile forces,” said Jiang to thunderous applause. Standing before a giant golden hammer and sickle mounted between large red curtains, he announced his vision. “Only by sticking to and perfecting China's socialist political system can we
achieve the country’s unification, national unity, social stability, and economic developments.” He concluded that “The Western mode of political systems must never be copied.”

Wang Youcai’s imprisonment is an example of a Chinese government strategy best expressed by the Chinese proverb “killing chicken to scare monkey.” In other words, China practices Gary Becker’s selective deterrence with a vengeance. Arrest and detention of those who criticize the government is the simplest method of killing the chicken to scare the monkey. But China uses the Internet to employ an array of more subtle methods to deter political activists. And it is doing much more on the Internet than practicing deterrence: It is changing the nature of the Internet itself.

**Information Borders**

What do the following websites have in common?

- Sex.com
- The U.S. Bankruptcy Court for the District of Massachusetts
- GALA: Gay and Lesbian Acceptance
- Depression Reality: Information and Support
- The University of Michigan Health System

Each of these sites, external to China, was blocked or is blocked by the Chinese government as a threat to the Chinese State. We know this because in 2002, Jonathan Zittrain and Ben Edelman manually dialed a Chinese Internet provider long distance, and in the guise of a Chinese end user, went looking for blocked websites. The results were the first-ever openly available list of sites that the Chinese government is blocking, or was blocking at the time.

How does the Chinese government block sites outside its borders? China has surrounded itself with the world’s most sophisticated information barrier, a semipermeable membrane that lets in what the government wants and blocks what it doesn’t. In technical terms, it is a “firewall,” rather similar to the security firewalls placed around corporations. Only this one is placed around the entire country.
China’s information barrier was built primarily by Cisco, the Silicon Valley network vendor. In the early 1990s, Cisco and other companies developed products to let American corporations filter employee access to the Internet. Companies wanted the Internet, but they didn’t want their employees on ESPN or playboy.com all day. Cisco demonstrated to Chinese officials long ago that the same products could be used to effectively block unwanted materials from entering China. It showed that it could be done flexibly, in a subtle fashion, and without loss of performance. Hence, the modern “Great Wall of China” is, in effect, built with American bricks.94

China’s information barrier works because Internet data enters or leaves China at a limited number of points. At each of these “gateways,” Chinese officials have ordered Chinese Internet carriers like China Telecom to deploy Cisco’s equipment as a checkpoint. The key product is the “router,” a sophisticated network computer that “routes” Internet traffic to the correct destination. Since a router knows how to get information to the right location, it can easily be reprogrammed to lose information instead. That’s all that a basic filter is: an instruction to drop information from or for certain addresses.

In practice, the government provides a list (the “access control list”) of all of the banned sites, identified by their IP address (e.g., 127.37.28.1) and their URLs (e.g., wutangclan.com). These sites, presumably, are obtained by the labor-intensive search conducted by the Internet Police or other agencies. Companies like China Telecom feed
their gateway routers the list of blocked addresses provided by the government. Subsequently, any message, or packet, carrying a forbidden address is simply dropped and never reaches its target. John Gilmore’s idea from chapter 1 that the Internet “interprets censorship as damage and routes around it” is thus reversed: the router itself has become the censor.

But doesn’t this filtering, which happens at high speed (what an engineer would call “wire-speed,” or the speed of light), come at a performance cost? Not really. It can be more efficient to drop packets of information than to route them to their proper destination. Imagine how much easier and faster the mailman’s job would be if he were allowed to dump half his mailbag into the garbage. The same goes for routers: the Cisco and other routers can block Internet traffic without a significant negative impact on performance. As a result, China gets an Internet just as fast as any other country’s but limited to what China wants its citizens to see.

Chinese censorship is not only efficient but also subtle. No screen appears saying “Blocked by the Chinese State.” Instead, the blocking takes on the appearance of technical error. A user who tries to reach, say, freecchina.net, will get a “site not found” screen, a network timeout screen, or any one of a number of HTTP error codes. And it can be difficult for an end user (and researchers) to know whether the problem is in fact censorship or technical difficulties. The mandated list of blocked sites changes as political events develop. For example, sometimes the New York Times website is available on computers in China, and sometimes it isn’t. This uncertainty, coupled with the general unreliability of the Internet, helps mask efforts at censorship.

So what does the Chinese government block? In 2005, Zittrain and a new team of Harvard researchers repeated Zittrain’s original study and concluded that “China operates the most extensive, technologically sophisticated, and broad-reaching system of Internet filtering in the world.” They found that Chinese filtering had grown to focus even more carefully on the principal perceived threats to the Communist Party: Tibetan independence groups and human rights sites like Human Rights Watch or Amnesty International; religious or spiritual sites, such as Christian, Muslim, Jewish, Hindu, and even new-age churches; and, of course, any and all information related to the banned Falun Gong religious movement. And finally, the Party
justifies the border blocking as a kind of defense against Western “dumping” of information on China. As the Party says, “Western countries, headed by the United States . . . dump on China massive amounts of information of all kinds, including their political models, value systems, and lifestyles, in order to oppose and edge out socialist values.”

China’s border barriers are important. But ultimately they are not its most important form of Internet control. Some may imagine that Chinese citizens are dying to read an uncensored version of the *New York Post*, but that isn’t so. Domestic interest in foreign sites within China is low to begin with, because the sites don’t focus on China and usually aren’t written in Chinese. As a result, the real centerpiece of China’s system of information control is its internal controls.

**Internal Controls**

In the spring of 2005, China watchers and Microsoft haters found common ground when Microsoft admitted that its “MSN Spaces” service, allowing users to set up blogs in China, would block all titles like “freedom” and “democracy.” A blog site titled “democracy” generated an error message as follows: “This message includes forbidden language. Please delete the prohibited expression.”

Microsoft is not the only American company helping the Chinese government to censor within its borders. Say you’re using a Yahoo China online discussion forum and you type “It’s time for an independent Taiwan and multiparty elections in China.” In all probability, no one will react. The reason? Yahoo China, with the help of a time delay and a human or software filter, will block your message before it hits the chatroom. As we saw in chapter 1, Yahoo, the former champion of free-speech rights in the United States, plays an entirely different role in China. It employs a host of censorship systems that continually monitor and filter what people see.

Just as Cisco’s routers patrol the boundaries of China, American commercial service providers like Microsoft and Yahoo run an even more sophisticated program of internal information control within China. Through these and other methods of internal control, China has created a system—originally called the “golden shield” by the Ministry of Public Security—that complements China’s external barrier.
Beginning in 2000, the Chinese Information Industry Ministry issued regulations defining the different kinds of content banned from discussion forums. In addition, as we saw in chapter 1, major commercial operators like Yahoo agreed in 2002 to a binding “self-discipline pact.” The pact obliges signatories “not to produce or disseminate harmful texts or news likely to jeopardize national security and social stability, violate laws and regulations, or spread false news, superstitions and obscenities.”

In 2003, a group named Reporters Without Borders decided to test the effectiveness of the internal Chinese filters. It wanted to see what would actually happen if political postings were made. Was it all just a lot of talk—or would posts actually be taken down? The results give us rare insight into the operation of an active censorship regime. They show a censorship system that is far from perfect, yet nonetheless prevents effective debate of topics the government does not want discussed.

The reporters, working from overseas, logged on to websites and began typing forbidden words. The first thing they learned was that all messages containing a set of forbidden words were automatically screened by software and never reached anyone. In their testing, any message or posting on a discussion forum stating words like “human rights,” “Taiwan independence,” “pornography,” “oral sex,” “BBC,” or “Falun Gong” was filtered by machine and lost forever.

What about more subtle messages? The reporters found a subjective sliding scale at work, betraying a human intelligence. More sensitive or controversial messages would be blocked or quickly deleted. Less sensitive messages would last a little longer, but then also eventually be deleted. Direct criticism of government officials—such as demands for new political leadership—were in the former category, either never reaching the forum or facing near-immediate deletion. Conversely, less controversial subjects, like discussion of the Chinese role in the war in Iraq, lasted longer. But the important thing was that the messages did not last: most of those that even made it to the discussion group were eventually taken down within the hour.

In time, the user-accounts used to post messages were blocked and kicked off the discussion list. Had the reporters actually been in China, there is some possibility they would have been arrested and
prosecuted for subversive acts. Why would the ISPs erase messages and delete users? The reason is simple: threats directed at ISPs themselves. As the Congressional-Executive Commission (CEC) set up by Congress in early 2000 to monitor China’s conduct has observed, systems “known for allowing cutting-edge postings on politically sensitive topics routinely disappear from the Internet altogether.”

The scale of human involvement in China’s internal censorship system may be changing. The CEC reported that the Chinese government funded research in software designed to identify the political viewpoint of information. It described a “Falun Gong Content Examination System” that designates pro-Falun Gong information as “black,” anti-Falun Gong information as “red,” and articles dealing with Buddhism and health care as “neutral.” “The system can be installed on personal computers, servers, and at national gateways, so that as soon as a user tries to visit a web page that is pro-Falun Gong, the system can filter the page and immediately notify authorities.”

While the effectiveness of the Falun Gong content examination software is hard to verify, it is clear that China will continue to invest in ever-more automated internal control and filtering systems.

Increasingly sophisticated filtering systems are not, of course, the only methods of internal control. The Chinese government also deters unwanted political communication (and in the process enhances its monitoring capabilities). For example, it requires bloggers to register with the central government, and it closely polices Internet cafés. In the early 2000s, authorities conducted major crackdowns that closed thousands of “illegal” cafés across the country. Today, regulations in cities like Shanghai, where Clinton went, require users to register with their national ID card before logging on. Regulated cafés also feature cameras pointed at computer screens and, occasionally, roving police officers who simply watch what users are doing. Far from being a liberating force, the Internet café in China has become a major site of government surveillance.

Promoting Nationalism

Ma Zhichun lives in central China and meets the exacting qualifications necessary for his job. He is less than forty years old, a university
graduate with a background in journalism, and has extensive experience using the Internet. Ma’s job is “Internet Commentator” for the Siquan City External Propaganda Office. He is paid to secretly influence public opinion, as found on chatrooms and elsewhere, in directions that favor the government. As Ma explains his job, “the key is to seize the initiative.”

It is wrong to say that the Internet has failed to promote a new political consciousness in China; it just hasn’t been the kind the West had hoped for. Sometimes, to be sure, dissidents have used the Internet to the government’s disadvantage, and sometimes political sentiment on the Net has exposed the political corruption of individual officials. But what has emerged, usually with the tacit support of the government, is Internet support for a different ideology: Chinese nationalism, often laced with virulent anti-American or anti-Japanese sentiment. The government is using the Internet, in other words, to direct anger away from the Communist government and toward China’s foreign “enemies.”

In May of 1999, an American B-2 bomber, using an outdated map, dropped four 2,000-pound bombs on the Chinese embassy in Belgrade, destroying the building and killing three Chinese citizens. Government-operated media immediately suggested, on the Internet and elsewhere, that the bombing was no mistake. As anti-American riots erupted, the People’s Daily, China’s largest newspaper, helpfully created a chat-forum called the “Anti-Bombing Forum” (later changed to the “Strong country forum.”) According to Shanthi Kalathil of the Carnegie Endowment, the forums played a “small but significant role in legitimizing among an elite, wired section of the population the Chinese government’s position that the bombing was deliberate.” They also provided the first outlet for anti-American rage on the Internet, setting a pattern that has been followed and encouraged.

In 2001, an American EP-3 surveillance plane was confronted by two F-8 Chinese military jets off the southeastern Chinese coast. The American plane collided with one of the F-8s, killing the Chinese pilot and forcing the American plane to conduct an emergency landing. The Americans were held by the Chinese government for a time, and the Internet chatrooms erupted as never before. “If little Bush goes on squawking, we should rope together his 24 white pigs and parade them through the streets,” read one reported posting.
official online and paper media fed the fire. "On this planet only the stuck-up United States is this rude and unreasonable."42

Japan has not been left out. In 2003, Internet chatrooms buzzed with anger after reports of police breaking up a giant orgy held in a Chinese hotel by Japanese businessmen. In the spring of 2005, the Japanese government approved the use of a controversial textbook which among other things refers to Japanese occupation troops as "liberators." Anger on Chinese chatrooms spilled into the street and raged for weeks. Protestors stormed Japanese department stores and chanted anti-Japanese slogans, fueled by chatroom rage.43 According to reports, the protests were well within the control of the government and sometimes even orchestrated by it. One protest organizer explained, "We provided the police with the names of the people participating and the slogans we would use."44

For anyone acquainted with twentieth-century Chinese history, there is something very familiar about government-sanctioned anger against "enemies." During the Cultural Revolution it was "old ways" and whoever had been chosen as the reactionary of the week. China is today a very different place than it was in the 1960s or the 1990s. The
government, however, is not above defining enemies and not above using public rage as a political tool. Even after the September 11, 2001, attacks on the United States, there were mixed reactions from Chinese Internet users. Though China itself has been the victim of terrorist attacks, Americans who live in China were shocked by the responses. Some Chinese did express their horror at what had happened, but just as common was a sense that America was getting what it “deserved.” A censorious government says much by what it doesn’t choose to block. Left untouched was one well-reported post: “Airplanes? Why not an atomic bomb?”

Changing the Network

In the middle of all this control we must keep sight of a crucial fact. Unlike Burma or Cuba, China is not stopping technological progress in exchange for totalitarian control. Quite the opposite: China wants to have the fastest and most sophisticated information network in the world. It is spending tens of billions to achieve this goal. It is following the South Korean model—mass investment in Internet infrastructure. China wants to become one of the most advanced networking countries on earth while continuing to maintain control of information.

Consider the story of video-on-demand. In the 1990s and early 2000s there was much talk in the United States of the promises of “video-on-demand,” the delivery of movies and video to consumers’ homes. Despite industry blather, there were few examples of actual deployments, and no examples of such systems making money. Enron did report more than $100 million in revenue from its video-on-demand business and projected the value of the unit at $20 billion. But the service had, in fact, never launched. Video-on-demand was notable in the United States largely as a means of defrauding investors.

Yet visit the campus at Beijing University, better known as BeiDa, and you’re in for a surprise. The dorm rooms at BeiDa are crowded, holding six students in a room an American would find crowded for one. Yet the computers in the crowded dormitories of BeiDa are equipped with advanced video-on-demand capabilities. Indeed, a broad range of films are available, including popular commercial releases from Hong Kong and Hollywood. The students, of course, take it for
granted. But it is in small ways like these that urban China, while still behind, is becoming more wired, and more Internet driven, than its Western counterparts.

Conventional wisdom has suggested this will never work—a country cannot open itself up to the Internet and maintain fierce political control over its citizens. As Tom Friedman wrote of China in 2000: “What makes the Internet so dangerous for police states is that they can’t afford not to have it, because they will fall behind economically if they do. But if they have it, it means they simply can’t control information the way they once did.” A country could either reject the network and remain a technological backwater, or let the Internet in and lose all control.

But none of that is true if the center of gravity shifts, if China has the power to create its own sphere of influence over network norms. In raw numbers, China is becoming its own network center of gravity. According to a recent survey, the number of Chinese Internet users had risen to 103 million by July 2005, making China second only to the United States in number of Internet users. The size of the Chinese domestic Internet now exceeds the world Internet of 1997. That size means more power to control the most basic building blocks of network design: network standards.

In the United States, Wi-Fi, or wireless Internet technology, is widely hailed as the harbinger of easy, open, and anonymous Internet access. Oftentimes, in any large city, you just turn your computer on and find that you’re connected. Cafés and campuses across the United States and Europe are just two of the locations that have gone wireless. Wi-Fi is fast, usually anonymous, and often free.

While China likes the promise of wireless technology, it doesn’t like the anonymity and anarchy of the American standard. In the early 2000s, China therefore took up the fight for its own, closed, Wi-Fi standard. In December 2003, citing “national security” concerns, it mandated that a technology known as the WAPI, the “WLAN Authentication and Privacy Infrastructure” be incorporated into every Wi-Fi device used within its borders by June 1, 2004. What WAPI does is simple: it makes a wireless network closed rather than open, by forcing every user of a wireless network to register with a centralized authentication point.
China’s WAPI initiative, however, ran into trouble with world trade rules. “This is the most ludicrous trade barrier I have ever come across,” said Frank Vargo at the time, a representative of the U.S. National Association of Manufacturers.52 Certainly part of China’s motive was to give business to local companies, since it refused to give foreign companies access to its encryption standard. But there is something deeper going on here. As the founding engineers knew, control over the Internet’s standards is how network norms are created. As China seizes control over certain standards, it can put its mark on what kind of products reach its markets and ultimately have a say in what the network is like. The WAPI effort, noted Dave Eberhart, was “a long-term move to make the Chinese WAPI the world standard, dissing long-standing [standards bodies].”53

Under pressure from the United States and threat of World Trade Organization intervention, China ultimately suspended its absolute requirement of selling WAPI with every Wi-Fi. But China hasn’t given up on the standard, which it is still pushing. The real significance of this episode is for the future of standard-setting. Rebecca MacKinnon, a China expert, puts it this way: “What happens when the next wireless standard is invented in China and performs to government specifications? That’s the aspect of this episode that should not be ignored. China is doing what it can to influence the network protocols of the future.”54 Its actions portend a future when China does battle with other nations, most likely the United States, over major Internet standards.55

The billions spent building the Chinese network are also having their effects. Physically, the Internet within China looks more and more like a giant office network, centralized by design.56 In the spring of 2005, China announced its latest buildout—the “Next Carrying Network,” or CN2, a massive new intra-Chinese network that will be incredibly fast, but also built by a single, government-owned company and easily filtered at every step. While such things are hard to measure, Internet maps suggest that growth in China’s domestic bandwidth is rapidly outpacing the speed of its international connections.57 Network-wise, China will soon be like a country with a great internal transport system but relatively few roads leading in or out. That means information coming from abroad will be that much slower to arrive, that much more likely to get stuck in a network traffic jam.
Countermeasures

Some technologically savvy readers may be thinking that these controls will be ineffective because Chinese users can get around them. It is an article of faith among techno-optimists that China’s controls are fallible and therefore destined to fail.

It is of course true that technologically savvy users can avoid many and perhaps most of the Internet controls imposed by the Chinese government. But as we have argued throughout this book, governmental controls need not be perfect to be effective. The real question is whether and how circumvention of control by a few savvy users will make any difference to China’s political evolution. Any movement toward democracy and Western-style government must compete with the nationalist ideology that the Communist Party is weaving into the Internet itself. The effect of the government’s control of the media, including the Internet, is not to kill all discussion of democracy, but to put any democratic movement at a major comparative disadvantage.

Consider the all-important chatrooms, where discussions of democracy are banned. Not a problem, some say—even on the most closely monitored chatrooms, people will talk about “cabbages” when they mean “democracy.” As one blogger wrote, “No democratic movement in the history of mankind has ever stalled just because the word ‘democracy’ could not be uttered.”58 True, inventing secret languages can make it hard for the government to understand and censor ideas. But it also makes it hard for ordinary Chinese to have any idea what you’re talking about. As Harvard law professor Bill Stuntz puts it, a secret code “is only effective if people know it, and if other people know it in any significant number, the government will likely also know it, and so can block it. It’s a perfect catch-22. The secret code either won’t work, or its users will be caught.”59

At a broader level, if you’re talking about carrots and cabbages instead of multiparty elections, the Communist Party is already ahead. The cabbage discussion must be seen in context: it is competing with open and fervent discussions of China’s greatness, along with complaints about the latest Japanese or American “outrage.” In the history of nations, arguments for tolerance and democratic values have not always beaten out nationalist fervor among the masses. And in China, so far, Internet-driven nationalism appears to be beating democracy
hands down—especially when the democratic movement is saddled with extensive controls.

The ultimate effect of the Internet and China’s efforts to control it on China’s political evolution is difficult for anyone to assess. But if this chapter suggests anything, it is that the West must abandon the facile yet still dominant assumption that these controls are meaningless or ineffective or bound to fail. We in the West are used to an Internet that is free. But the story of the People’s Republic shows the contingency of the Internet’s identity, a contingency that reflects its birth in the United States. China is an enormous force that is changing the Internet’s identity. As law professor Peter Yu puts it, “the question is no longer how the Internet will affect China. It is how China will affect the Internet.”60
Some people change history by accident, and Niklas Zennstrom counts as one of them. This soft-spoken and still largely unknown Swede, described by the Washington Post as a “younger, hipper version of Bill Gates,” started two small companies in the early 2000s that have already done much to change how people exchange information in the twenty-first century. His first company created a file-sharing software application called “Kazaa” that was destined to become the most downloaded program in history. Millions of people used Kazaa to exchange billions of songs in open defiance of national copyright laws.

This chapter chronicles the file-sharing movement, in which Zennstrom and Kazaa played a big role. At its height this movement led many to believe that file-sharing might upend the central role of national copyright law in the distribution of information. With the benefit of hindsight, we can now see that this was not to be. And so in part, this chapter is a sequel to chapters 5 and 6, showing again the importance of law and national government, even for file-sharing—a technology designed to be impossible to control.

This chapter also introduces a crucial new theme: the effect of technological change on the market and the legal system. File-sharing introduced a cheaper method of distributing music that sparked massive changes in the economics of music distribution and the behavior of consumers. These changes were a jolt to the copyright law system that seemed to many to render it irrelevant. What appeared a threat to copyright law, however, turned out simply to be the law’s hesitation and
adjustment in the face of a massive battle between the recording industry, technological upstarts, and music consumers over the spoils of a better music distribution system made possible by the Internet.

**Early Wars**

As the 1990s ended, the music recording industry's mood was optimistic. A new and sturdy technology, the compact disc, anchored the best decade of sales ever. A handful of major labels, a textbook oligopoly, exercised near total control over the distribution of music.² And while the industry faced considerable expenses in the development and marketing of new artists, existing music cost little to manufacture and could be sold for up to $20 per album. The recording industry was rich, powerful, well-connected in Congress, and uninterested in changing a successful business model.

There was just one cloud on the horizon—the danger posed by the personal computer, the Internet, and something called “digital piracy.” The Internet was a threat to the recording industry’s business model because it held the potential to make the distribution of music nearly free. The conflict over music distribution can be understood as a battle over that “Internet surplus”—the difference between music distribution prices in the pre- and post-Internet worlds. It was a battle that would pit the considerable economic and political resources of the recording industry against the efforts of music consumers, programmers, and entrepreneurs like Zennstrom to seize that surplus for themselves.

The recording industry had long been aware of the threat that cheap music copying and distribution posed to its business model. Its first answer was a legislative campaign to preempt the threat. In the late 1980s, the recording industry secured legislation that put copying restrictions on “Digital Audio Tapes” (tapes capable of making copies as perfect as CDs), rendering the technology unattractive to consumers.³ Through the 1990s the industry worked hard to further tighten the copyright laws in reaction to the threat posed by the Internet. It promoted a package of antipiracy laws that made digital copying harder, and it wrote laws to protect “digital locks” on CDs and DVDs, to
increase criminal penalties for bootlegging, and to lengthen the copyright term. With the help of a willing Congress, a friendly administration, and a team of talented lobbyists, the industry got most of the laws it wanted, and it seemed well prepared to deal with whatever threats might emerge.

Yet when the long awaited “digital onslaught” finally arrived, it came from an unexpected direction. The recording industry had easily put down an early generation of companies offering online music. What the industry didn’t count on was a decentralized, evolving attack on its business model. And that’s exactly what the music filesharing movement was.

At the turn of the century, the first major attempt to seize the Internet surplus came from a college dorm. Shawn Fanning, an eighteen-year-old student nicknamed “the Napster,” wrote a program that represented an entirely new kind of challenge to the recording industry’s business model—the first easy-to-use filesharing program to make mass distribution of music free. Fanning released a simple program named Napster that collected and provided a centralized list of the music that most students had on their hard drives, and a convenient way to search that list. Using Napster, people could easily search through what amounted to a giant shared music collection, taking whatever they wanted. It was music for free, instead of $15–20 per CD; and that’s what made Napster such a threat to the recording industry.

It wasn’t long before the Recording Industry Association of America (the RIAA)—the music industry’s “copyright cops”—detected Napster’s launch. In December of 1999, the industry filed suit against Napster, calling the then-tiny firm a “haven” for music piracy operating on “an unprecedented scale.” Even though Napster was unknown, the industry forecast damages at $100 million.

The first and unexpected result of this lawsuit was to make Napster a media sensation. As a smiling Shawn Fanning appeared on the cover of Time magazine, both the recording industry and the world became aware that something unusual was going on. The Internet’s decentralization of communication had reached the distribution of copyrighted music and become obvious to the public. Suddenly, tens of millions of users were on Napster, trading billions of songs.

Within a year after its launch, however, things had turned from sunny to gloomy for Napster. United States copyright law says you
cannot copy songs without the owner's permission, and the U.S. recording industry owns most of the world's valuable copyrighted songs. Technically, of course, it was Napster's users who were trading files with the Napster program. But the fact that Napster brokered each and every search made credible the industry's charge that Napster should be responsible for what its users did. To make matters worse for Napster, its central server was geographically located in the United States. A U.S. court order to kill Napster's directory would be easy to enforce and lead to total system collapse.

Federal courts in California had little trouble concluding that Napster was a "contributory infringer" of copyright. As court after court found Napster illegal and ordered it shut down, the recording industry's legal strategy seemed to have paid off, and its lawyers began to gloat. Napster thought it "would drag the music industry kicking and screaming into the 20th century," said industry lawyer Russ Frackman. "But nothing could be further from the truth. Managing new technologies," he explained, "takes effort, education, and—once in a while—a lawsuit." Even John Perry Barlow acknowledged Napster's impending death. "We may be forced to watch a few pointless public executions," said Barlow. "Shawn Fanning's cross awaits."
searches expanded exponentially with the number of users connected to the network. As a result, Gnutella worked for small numbers of people but collapsed for larger numbers.\textsuperscript{11}

New filesharing contenders arose throughout 2001 and 2002, as firms like Aimster, AudioGalaxy, Limewire, and Bearshare vied to be the next Napster. Each had some solution to Napster’s problems. But it was Kazaa, produced by Zennstrom, that beat all comers. Napster’s sharing was limited to music, but Kazaa could share any kind of media—songs, movies, pictures, photos, even Word documents. More importantly, Zennstrom’s Kazaa system took a middle road between Napster’s centralized filesharing system and Gnutella’s radically decentralized system. It established an ingenious system of “super-peer” computers. Super-peers were specially chosen Kazaa users whose computers performed the functions of Napster’s central directory, but on a much smaller, decentralized scale. The super-peer system meant that, in contrast to Napster, the Kazaa program’s sharing of music did not take place under the direction of Kazaa itself.

The Kazaa super-peer design also proved to be more rugged than other post-Napster filesharing services.\textsuperscript{12} In practice Kazaa handled thousands, then hundreds of thousands, and finally millions of active users. By the summer of 2002, the winner was clear. Kazaa had grown larger than Napster at its peak.\textsuperscript{13} By early 2004, the Kazaa program had been downloaded more than any other software in history—an astonishing 319 million times.\textsuperscript{14}

Watching Kazaa rise out of the ashes of Napster, the recording industry decided to try to sue it out of existence. On October 2, 2001, seven months after Kazaa’s release, the RIAA filed a lawsuit against Kazaa and several Kazaa cousins, including “Grokker,” a company that had licensed Zennstrom’s Kazaa software. “Defendants have created a 21st-century
piratical bazaar” thundered the RIAA, “where the unlawful exchange of protected materials takes place across the vast expanses of the Internet.” The industry used the same basic legal theory that had worked against Napster. Kazaa, it insisted, was responsible for the illegal acts of its users, and the government should shut it down immediately.

Kazaa was organized entirely outside the United States to avoid the enforcement powers of U.S. authorities, and neither Kazaa nor Zennstrom showed up for the Grokster lawsuit. But the remaining defendants that used Zennstrom’s software appeared in the case to defend its legality. They recruited a talented team of lawyers, most from San Francisco firms, along with lawyers from the Electronic Frontier Foundation (EFF), the organization founded by John Perry Barlow.

The EFF and the other lawyers made two important arguments. The first built on the famous Sony Betamax case from the 1984, where the U.S. Supreme Court determined that the Sony VCR was a legal product even though it could be used for illegal purposes, such as copying shows from TV to build a home library. The Supreme Court explained that it is indeed legal to manufacture standardized technologies (like a VCR, or a photocopier, or even a pencil) that are used for both copyright infringing and legitimate purposes, as long as the technology was capable of “substantial noninfringing uses.” One of EFF’s lead attorneys, a young Stanford lawyer named Fred Von Lohmann, had “a strong suspicion that the Grokster case would be the pivotal fight for the future of Sony Betamax.” He and the defendant filesharing companies contended that Kazaa fit within the Sony Betamax rule because it was a user-driven, general purpose technology that had significant legal uses, just like the VCR. And like Sony, but unlike Napster, Kazaa had no control over what its users did.

In addition to this legal argument, Von Lohmann and others tried to frame the case as one about the future of technological innovation. The industry, they implied, was trying to stop dead a new and important technology for the simple reason that it endangered their way of doing business. Courts applying copyright law, the EFF argued, needed to be careful not to kill technological innovation in the name of stopping copyright infringement. Copyright law had always been flexible enough in the past to permit new technologies to come to market, and the same should be true in the age of the Internet.
These arguments put the industry’s lawyers on the defensive. District Judge Wilson wanted to know “whether [the defendants] do anything, aside from distributing software, to actively facilitate—or whether they could do anything to stop—their users infringing activity.” The Kazaa software was designed to answer this question in the negative, for Kazaa, unlike Napster, did not play a hand in facilitating music-swapping. The EFF could thus maintain that Kazaa was no different than the VCR, photocopier, and any number of technologies that are used for both licit and illicit purposes.

The EFF’s arguments were hardly bulletproof. The defendant companies knew that the Kazaa software was predominately being used for illegal purposes. Indeed, they had advertised themselves as replacements for Napster and were making money off of the same business that Napster went down for. But the arguments were nonetheless good enough for Judge Wilson. On April 25, 2003, he ruled against the RIAA in an opinion relying squarely on Sony Betamax and stressing the importance of copyright’s accommodation of new technologies. Quoting the Sony Betamax case, he wrote: “Sound policy, as well as history, supports our consistent deference to Congress when major technological innovations alter the market for copyrighted materials.”

The RIAA thought Wilson’s decision was kooky, and rushed to appeal. But to the surprise of many, in August of 2004 the federal appellate court in California went even farther than Judge Wilson. Echoing the language of innovation economists like Joseph Schumpeter, Judge Sidney Thomas discussed the potential death of the current recording industry in a whirl of creative destruction. “The introduction of new technology is always disruptive to old markets,” said the court, “particularly to those copyright owners whose works are sold through well-established distribution mechanisms.” His answer was simple—trust the market. “History has shown” said Judge Thomas, “that time and market forces often provide equilibrium in balancing interests, whether the new technology be a player piano, a copier, a tape recorder, a video recorder, a personal computer, a karaoke machine, or an MP3 player.”

Kazaa and Grokster had won hands down, seeming to confirm John Perry Barlow’s prophecy in 2000 that “the future will win; there will be no property in cyberspace.” For a brief time, it seemed to
many that the government had given up on copyright enforcement in the file-sharing context, and that we had witnessed, in the phrase of Tulane law professor Glynn Lunney, “the death of copyright.”

Copyright’s Communications Policy

Senator Orrin Hatch had a strong reaction to the district court’s decision in Grokster. Eight weeks after it was announced, Hatch declared that there’s “no excuse for anyone violating copyright laws.” He proposed amending U.S. law to permit the widespread destruction of computers used to download music illegally on peer-to-peer filesharing networks. “If that’s the only way, then I’m all for destroying their machines” said Hatch. “If you have a few hundred thousand of those [destroyed machines], I think people would realize” the seriousness of their actions.

But Hatch’s and other congressional proposals to reverse the Grokster decision and enlarge copyright protection didn’t get off the ground. And of course, there were many more things the government could have done if enforcing copyright laws were all that mattered. It could have banned or tightly controlled copying devices, from the VCR to TiVo and the CD-burner. Or it could have cracked down on copyright “thieves” with the same intensity that it chases terrorists, murderers, or bank robbers. These and other harsh steps would reduce copyright infringement enormously. But the government did none of these things. Why didn’t it do more to stop filesharing cold?

The answer is that, despite the famed influence of the RIAA, protecting the music industry is not the government’s only interest. The RIAA is a powerful lobby. But Congress also has many constituents who like to share music, and interest groups that represent them. Hatch’s proposals would have been very harmful to many high-tech industries and to consumers, and these groups pressured Congress to oppose the senator from Utah. Such intense competition among groups and interests seeps up through the political process and causes government to hesitate, to take half-measures, and to look for compromise. The result is something far short of full copyright enforcement.

Congress’s nonresponse to massive violation of copyright law is best viewed as a wait-and-see policy toward technological change. This is hardly anything new: in the history of copyright law, initial acquies-
cence in mass “piracy” is how the law typically responds to the arrival of new technologies. It’s a point that can be hard to see in the rhetoric surrounding copyright today, but it is a pattern as old as copyright law itself.

In the 1900s, the music industry of the day complained bitterly about outlaws who were ignoring copyright and threatening (they said) the future of creativity. Who were these pirates? The early recording industry, of course. Their newfangled gramophones, player pianos, and talking machines threatened to negate the value of copyrighted sheet music. Composer John Phillip Sousa complained to Congress that “these talking machines are going to ruin the artistic development of music in this country.” He recalled that, “When I was a boy ... in front of every house in the summer evenings you would find young people together singing the songs of the day or old songs.” But “today you hear these infernal machines going night and day. ... The vocal chord will be eliminated by a process of evolution, as was the tail of man when he came from the ape.”

The point is clear in retrospect. Records and piano rolls in 1903, like online music in 2003, offered a better way to distribute music than the incumbent (sheet music) industry. There was powerful support for sidestepping copyright, undercutting the then-dominant industry, and serving the consumer directly. But it was all just a phase. In short order, the recording industry became part of the copyright system (through the “mechanical license”—the compulsory licensing system for sound recordings). The recording industry was transformed from a pirate industry to its present incarnation, as copyright’s greatest champion.

This same story recurred with radio in the 1920s and ’30s, and again in the 1960s and ’70s, with the advent of cable television. Cable came into business as a kind of pirate, capturing “free” broadcast signals on large community antennas and selling the signals to its customers. It was a new system of media distribution that took advantage, like Napster, of copyright arbitrage. Broadcasters cried foul. As the copyright office summarized their complaints in 1965, “[Cable operators] neither need nor deserve a free ride at the expense of copyright owners,” and the “activities of the CATV operators constitute a clear moral wrong.” In 1975, film industry lobbyist Jack Valenti described the cable industry as a “huge parasite” that was “feeding and fattening
itself off of local television stations and copyright owners of copyrighted material.”

While it was easy to think that the early victories in the Grokster litigation were a fundamental challenge to the centrality of copyright in the distribution of music, in a sense it was business as usual. Neither the early Grokster rulings, nor Congress’s failure to do more to protect the music industry, reflected an absence of power. They instead reflected an intragovernmental discussion over how to balance conflicting interests in technological innovation and the protection of authors’ rights.

**Counterattack**

Despite its early losses in the Grokster litigation, the recording industry was not ready to give up on copyright in music. It convinced the Supreme Court to hear its appeal in the Grokster case in December 2004. And a year earlier, while the Grokster litigation was still proceeding in the lower courts, the industry took an even more radical step. Doing what it had threatened for years, it turned its legal arsenal against its own potential customers—the millions of American music listeners who swap files online.

The consumers were an easy target. The vast majority lacked the legal resources to defend a lawsuit, and almost certainly had violated U.S. copyright law. But why would an industry want to attack its customers? The recording industry, it seemed, preferred to be feared than loved. Said Cary Sherman, the RIAA’s president, “The public has been educated and re-educated and re-educated again,” and “when your product is being regularly stolen, there comes a time when you have to take appropriate action.” As advertising consultant Lee Kovel put it, “They want to make a statement and strike fear. They don’t care about PR.”

On September 8, 2003, the industry filed its first of thousands of lawsuits against individual American filesharers. “Illegal downloading of music is theft, pure and simple,” said Frances W. Preston, president of BMI. “We must end the destructive cycle now.” Hugh Priestwood, a songwriter, had a personal message for filesharers. “I,
not you, have the right to control what happens to [my songs], a right your technology does not trump.”

The lawsuits landed hard, seeking damages in the hundreds of thousands, more than most people’s life savings. Copyright’s harsh remedies were designed to deter corporate infringers—to make companies think twice about using pirated software. But most of the RIAA’s defendants weren’t companies—they were college students and teenagers and other time-rich, money-poor defendants.

In one well-reported case, Brianna LaFlara, a twelve-year-old girl, was sued for several hundred thousand dollars for downloading songs like “If You’re Happy and You Know It Clap Your Hands.” Brianna and her family, poor and living in public housing, were operating under the mistaken belief that paying for Kazaa made filesharing legal. “I thought it was OK to download music because my mom paid a service fee for it,” said Brianna. “Out of all people, why did they pick me?” RIAA chief executive Mitch Bainwol gave the industry line: “As this case illustrates, parents need to be aware of what their children are doing on their computers.”

By June 2005, the industry had sued nearly twelve thousand Americans. Some dismissed the significance of these lawsuits. Wayne Rosso, president of Grokster, scoffed and predicted that the lawsuits would have no effect. “Come on. Users know they can’t sue 60 million of them. Who are they kidding?” Fred Von Lohmann, the EFF lawyer, put it as follows. “I think this really suggests that the recording industry dinosaurs have completely lost touch with reality—over 57 million Americans are using file-sharing software today. That’s more than voted for President Bush.”

The campaign, however, had its effects. “It doesn’t take too many tickets to get everybody to obey the speed limit,” said singer Hugh Priestwood. Many people will ignore the lawsuits just as many people ignore speed limits. But as Gary Becker would have predicted, the lawsuits make networks like Kazaa that much less attractive, both to hardcore dedicated filesharers who move to more protected networks and also to ordinary Americans. The real point of the suits was not to eliminate filesharing but to marginalize it and thus prevent companies like Kazaa from becoming mainstream, legitimate businesses, and real competitors to the labels.
Kazaa’s Woes

As Kazaa’s users faced a barrage of lawsuits, Kazaa, despite early victories in American and other courts, began to suffer from different problems. Although Kazaa was the most downloaded software in history, the company did not make Zennstrom or anyone associated with it wealthy. It suffered, in the words of Chris Oakes, from “the glaring absence of a revenue model.”

Why wasn’t Kazaa lucrative? It’s an interesting question, for Kazaa had an enormous consumer base, and companies can usually translate users into revenue in one of several standard ways. Some charge a small fee for every transaction, as in the eBay model. Some sell advertising, as in the Google model or the online newspaper model. Some sell or license their software, the model pioneered by Microsoft and its first major product, MS-DOS. Kazaa tried all of these, and more. But none worked, for reasons that can be traced to its organizational attempts to avoid government regulation. And therein lies a lesson.

First, Kazaa had trouble attracting legitimate advertisers. It’s not fully clear why, but the answer is probably that the lawsuits against it made it a risky and unstable platform for advertisers. In any event, the dearth of traditional advertisers led a desperate Kazaa to turn to the bottom of the advertising barrel and use adware, parasite-like programs that install on users’ computers to grab user information or to display ads at the right time. These kinds of moves disgusted consumer groups—by late 2004, Computer Associates had labeled Kazaa the number one spyware threat to American computer users. Kazaa’s advertising strategies were also undermined by outlaw competitors who rewrote the Kazaa software to remove its ads. “Kazaa Lite,” for example, offered users the benefits of Kazaa without the “spyware aftertaste.”

With no luck attracting regular advertisers, Kazaa turned to bizarre and arguably unethical means try to convert its user base into cash. In 2002, Kazaa proposed a strange business model that would have turned its millions of Kazaa customers into a gigantic parallel processing computer. The idea, apparently, was that the computer could run in the background on millions of machines, and Kazaa could then sell the computer’s time to interested clients. Unfortunately, Kazaa didn’t actually tell its users about the plan. Unbeknownst to its customers, it began secretly including “sleeper” software in its down-
loads, awaiting orders to awake and take over. It was all a bit spooky. "Return of the PC Snatchers," CNN called it, and in the subsequent uproar Kazaa abandoned much of the plan. People were beginning to hate the company that was supposed to liberate them from the recording industry.

Kazaa also tried the traditional strategy of actually selling a product. Early on, it convinced companies like Grokster to pay for a license. But as Grokster found itself in a Los Angeles courtroom, the Kazaa license began to lose its attraction. Next, Kazaa tried Kazaa+, an enhanced version of Kazaa without the adware and with a few other features, for $29.95. Some people, like Brianna LaHara, actually paid for it. But in a classic "live-by-the-sword" problem, Kazaa had to face the fact that people could use Kazaa to distribute and receive Kazaa+ for free. In addition, Kazaa+ faced competition from "Kazaa Gold," a $39.95 product that promised protection from lawsuits. But Kazaa Gold was just one of many scams—it had nothing to do with the real Kazaa, and while it worked, it provided no protection from an industry lawsuits.

Faced with a proliferation of copycats like Kazaa Gold, in 2003 Kazaa found itself in the incongruous position of complaining about copyright infringement. Kazaa actually sent a letter to Google demanding that it take down all sites hosting fake Kazaa clients. Google complied, but Kazaa ultimately has had as much trouble as the recording industry in dealing with problems of copyright and trademark infringement. Ironically, its business model began to depend simultaneously on avoiding and enforcing copyright.

Finally, Kazaa had endless problems policing bad users who put fake files, porn ads, and other abusive content on the network. Those users, even more than the recording industry, destroyed Kazaa's reputation, not only as a company but as a product. By 2005, Kazaa users were weeding through a junkyard of corrupt files, deliberate fakes, and efforts to advertise porn sites that made the P2P experience a major chore. Kazaa was designed to make it hard to shut down—but that also made it hard to shut down its abusive users, many of whom were in the United States. Kazaa might have asked U.S. authorities to step in and help maintain order on the network. But Kazaa had organized itself to avoid U.S. governmental authority and could hardly ask U.S. officials for help.
In short, the Kazaa system ended up being much more of a tradeoff than people realized at first. Its decentralized design and organizational structure was better than Napster’s for skirting U.S. copyright law. But the costs of its structure were an inability to rely on government to control fraud, disorder, and the copying of its product, as well as an inability to establish the credibility to attract revenues. Kazaa was designed to avoid government control but needed government’s help to succeed. As Kazaa demonstrates, and as we discuss in more detail in the next chapter, many aspects of the Internet that business and individual users take for granted are the product of a stable legal environment that only governments provide.

By 2004, Kazaa was under siege. Its Australian offices and the homes of its Australian executives were raided by Australian police looking for evidence of illegal filesharing. Meanwhile, usage levels were slipping worldwide as Kazaa’s reputation for spyware and RIAA lawsuits took their toll. Yet as Kazaa began to wither, someone was watching Kazaa carefully. He was trying it out, learning from its successes and mistakes, and witnessing how hard it is to run a company that runs against the law. That someone was Steve Jobs, the storied founder of Apple Computer company, who was determined to make his own effort to seize that elusive Internet surplus.

Apple’s Bright Idea

Steve Wozinak and Steve Jobs founded Apple in 1976 on the bet that a personal computer might be a successful mass-market product. Thirty years later, Apple was destined to repeat the process for the music world. Steve Jobs bet that a legitimate online music site could succeed, and he called his bet “the iTunes download store.”

Kazaa and Napster had launched under fire, beginning life at war with the recording labels. But Apple, older and savvier, knew better. Steve Jobs is a hybrid of Southern and Northern California, one of the few who moves with ease between the feuding worlds of media and technology. By virtue of Apple, Jobs is native to Silicon Valley; but he also founded Pixar, the Hollywood studio that produced Toy Story and Finding Nemo.
Instead of going to war with the recording industry, Jobs struck a deal in 2002. "We were able to negotiate landmark deals with all of the major labels," said Jobs.\textsuperscript{50} Jobs's success may have resulted from his famous powers of persuasion, but it may also have reflected fatigue on the part of an industry tired of battling online music, and realizing, however slowly, that it might have to change.

iTunes launched on April 28, 2003, with massive publicity. Technically, it wasn't a filesharing system at all. It was a single, centralized downloading system that let customers buy songs using a computer.
and an Internet connection. iTunes’s deal with the recording industry reflected several compromises. On the price side, iTunes kept the same price on a per album basis that the labels were charging for CDs—about fifteen dollars. (To offer the service at all, Apple had to pay licensing fees to the record companies for permission to sell their products and had to guarantee minimum pricing levels.) But iTunes did change music pricing by creating a ninety-nine-cent song price, low enough, as Jobs put it, to be an “impulse buy.”

In another compromise, iTunes, unlike Kazaa, put limits on what people could do with the music they downloaded. Personal sharing and transfers were fine, but mass filesharing was off limits. As Jobs said, “You can burn as many CDs as you want for personal use, you can put it on your iPod, you can use it in your other applications, you can have it on multiple computers.” But on the flip side, Apple’s control over the songs remained considerable. The songs were designed to prevent mass filesharing, à la Napster and Kazaa.

Many believed that iTunes would fail—that it would never be able to compete with “free.” After all, Kazaa and its cousins offered the same product for nothing, with no pesky encryption. And iTunes did have its growing pains, launching with only 200,000 songs—a fraction of the song universe. But Steve Jobs had watched Kazaa’s struggles carefully. He thought that many people were sick of the whole filesharing ordeal, and that at some price, they would rather pay for music online than spend hours evading detection. Kazaa, by the mid-2000s, was like a flea market—cheap, but littered with weird stuff and broken junk. In contrast, iTunes was more like a regular store—quality for a price. As Jobs put it, using Kazaa “you’re spending an hour to download four songs that you could buy for under $4 from Apple, which means you’re working for under minimum wage.” Using iTunes also eliminated the risk of being sued by the RIAA or arrested by the FBI. That gave iTunes, according to Steve Jobs, better karma. “On the good side, [services like Kazaa] are instant gratification, showing the Net was built for music distribution,” Jobs said. “On the downside, it is stealing, and it’s best not to mess with karma.”

For those ninety-nine cents, iTunes offered reliable downloads and no lawsuit risk. For people who care about such things, it was a pretty good deal.
By June of 2005, iTunes had grown as popular as the major P2P services. Surveys showed it was being used by about 1.7 million U.S. households per month, outpacing Kazaa and other services. "One of the music industry's questions has been, when will paid download stores compete head-to-head with free P2P download services?" said Russ Crupnick, president of the NPD Group's music and movies division. "That question has now been answered. iTunes is more popular than nearly any P2P service."  

Normalization

In the summer of 2005, the Supreme Court, after thinking things over, unanimously reversed the lower courts in Grokster and declared illegal the business model of the filesharing firms that used Kazaa software. The EFF's Von Lohmann and the lower courts thought the case turned on the applicability of the Sony BetaMax rule to a new copying technology. But the Court did not rely on that rule. It instead decided the case on the entirely different ground that the Kazaa licensees were, in effect, crooked businesses, premised on an obvious intent of encouraging people to break the law. "Grokster and StreamCast are not . . . merely passive recipients of information about infringing use," wrote Justice Souter for the Court. "The record is replete with evidence that from the moment Grokster and StreamCast began to distribute their free software, each one clearly voiced the objective that recipients use it to download copyrighted works, and each took active steps to encourage infringement." The Kazaa licensees were liable for the acts of its users, the Court concluded, because it "induced" them to break the law.

In so ruling, the Supreme Court agreed with lower courts that the case required a balance between innovation and copyright protection. "The more artistic protection is favored, the more technological innovation may be discouraged; the administration of copyright law is an exercise in managing the trade-off." The Court's tradeoff was deeply influenced by its view that Kazaa and its cousins didn't represent legitimate businesses, whatever the merits of the technology. The Court was notably far less in awe of the Internet than it had been back in 1997, when it decided Reno, discussed in chapter 2. By 2005 the
Internet wasn’t new and wasn’t unfamiliar; it was, instead, simply one of a number of communication technologies that posed interesting legal problems.

The Supreme Court’s decision and Apple’s assumption of center stage appears to mark the beginning of the end of the online music wars, and a new equilibrium in the music industry.

The decision was a major boon for Apple. The Court effectively cursed Kazaa and by implication blessed the ascendant iTunes business model. By the fall of 2005, Apple was reporting quadrupled profits, and what Jobs called “the best year in Apple’s history,” thanks in part to the blessing of the Supreme Court.61

Meanwhile, within months of the Supreme Court decision, the RIAA was wielding the coercive powers assigned to it by Grokster to shut down the remaining U.S.-based filesharing firms. Firms fell before new, tough cease-and-desist letters waving the Grokster decision’s inducement test. Testifying before Congress, Sam Yagan, developer of the P2P software eDonkey, explained why he was “throwing in the towel.” “This threat of imminent litigation from the major music labels, coming in light of the Supreme Court’s ambiguous ruling, led us
to conclude that ... we did not have the resources to endure the protracted litigation that the RIAA letter presaged.” Other P2P companies, like Grokster itself, turned to desperate efforts to try and adopt the iTunes model.

But while the Court’s decision is butchering online music filesharing firms, it does not mean anything close to the end of filesharing altogether. One response to the Grokster decision and RIAA suits will be further burrowing of filesharing into the depths of the Internet, masking the identity of both the filesharing service and its users. A new and important filesharing technology, Bitorrent, even faster than Kazaa, began its rise in 2004, and it and other new technologies will meet the needs of determined underground filesharers. In addition, services like “Earth Station 5,” rumored to be based in the Jenin Refugee Camp in the Palestinian Territories, offer layers upon layers of intermediate servers designed to keep the identity of P2P users secret. “The next revolution of P2P file sharing is upon you,” wrote Earth Station’s founders. “Resistance is futile and we are now in control.”

The critical word here, of course, is “underground.” Many of the characteristics of post-Kazaa filesharing—secrecy and anonymity—do much to accomplish the law’s goals. As filetrading groups become smaller or more secretive to avoid government detection, they become harder to discover, not only for governments (which is the whole point of “darknets”) but for ordinary users as well. This, in turn, means that fewer and fewer filesharers will be interested in smaller collections of free music that are harder to find. This is what Janelle Brown in 2000 presciently called the “Gnutella paradox,” and it is akin to the catch-22 of secret codes that we met in the chapter about China. A service for mass filesharing has the greatest effect on national copyright law if it is easy to find and easy to use. But if it is easy to find and use, it is pretty easy for governments to control, if they want.

Ironically, then, the most rebellious filesharing programmers can become handmaidens of the government’s will. What secretive darknets do is zone the music world, dividing music consumers on the basis of free time and computer ability. A minority, the Slashdotters, with all the time and expertise in the world, have disappeared into darknets, and won’t pay for music. Others, meanwhile, stay with legitimate pay sites that are easy to use, easy to find, and reliable. And
the dwindling computer illiterate, and those who love packaging and physical goods, may continue to make the trip to Tower Records.

Neither the Supreme Court’s *Grokster* decision nor iTunes’s success means that the recording industry has, in some sense, won. The industry is still in serious trouble. The money it expects to make—its salaries, benefits, and profit—all depend on charging high prices (at least $15) for a product that can be obtained on the Net for less, and sometimes for free. For the first time in decades, the recording industry faces something other industries call “price competition.” As time passes, online music labels will undercut CD prices, and the recording industry will be forced to respond in two ways: cutting its own prices for its traditional product, and either partnering with or trying to destroy companies like Apple and Napster. The ugliness is not over, but the history of technological succession is rarely a dinner party.

The filesharing battles and the emerging normalization of online music fit a pattern described by Harvard Business School professor Debora Spar in her 2001 book, *Ruling the Waves.* Spar explained how technological innovations—ranging from the compass to the telegraph to the radio to the Internet—“spark recurrent patterns of governmental evasion and control.” When a revolutionary technology first enters the public realm, it emboldens outlaws and seems immune from government control. During this period, “it’s not that governments lack the interest or the wherewithal to govern new areas of technology; rather, its just that old laws are unlikely to cover emerging technologies and new ones take time to create—time, that, initially seems to favor the pirates and pioneers.” But eventually, the commercialization of the new technology needed to make it available to the masses fuels demands for property rights and government-enforced rules. After an initial period of uncertainty, the government responds to business and consumer demand to assert the control over the new technology needed to make it widely available. Government is crucial here, because only it “can defend firms’ property rights,” “regulate their interaction with a demanding consumer market,” and “help to keep the pirates at bay.”

Spar captured what has happened with music distribution on the Internet in the 2000s. The Internet made possible great reductions in the price of music distribution, and filesharing entrepreneurs tried to seize that surplus for themselves and, along the way, pass much of it
on to consumers. But doing so required violating copyright law and living an outlaw existence—a difficult position to maintain over the long term. The result was a kind of compromise in which national copyright law remained central but the distribution of the value in recorded music had shifted. The traditional recording industry loses profits, and newer companies like iTunes embrace the new technology, capture some of the Internet surplus, and pass on to consumers much of the savings in price that the Internet makes possible. In the end, though, the fact that even lower prices are charged for music on the Internet and CDs is testament to the importance of the political power of existing industries, even in face of a technological challenge, and to the abiding significance of national copyright law.

Epilogue

When the Supreme Court announced Kazaa’s legal fate in the United States in June 2005, Niklas Zennstrom had long since turned his attention to a new company. Bored with music, Zennstrom had begun to wonder about something else: given the Internet, why do phone calls cost money? In early 2004, he answered that question by founding a company, Skype, that provided the world’s first effective and free Internet telephone service. By the time of the Supreme Court’s decision in Grokster eighteen months later, Skype had become a worldwide telephone firm with over 40 million users, “making it not just the fastest-growing telecommunications company in the world but one of the fastest-growing businesses of any kind.” But this time around, things would be different. On September 12, 2005, eBay purchased Skype for $2.6 billion, making Zennstrom, at last, a wealthy man.
Part 3

Vices, Virtues, the Future
Virtues and Vices of Government Control

Pierre Omidyar's self-composed one-line autobiography reads: "Technologist, founder of eBay, trying to make the world a better place."1 As his life's progression suggests, of the many 1990s Internet billionaires, Omidyar's disposition and outlook may most truly reflect the ethos of the West Coast. During his early "technologist" period he had a pony tail, wore aviator sunglasses, and worshipped the Apple Macintosh. It was during this period, in 1995, that he started eBay in his spare time, as a kind of hobby. "It was just an idea that I had, and I started it as an experiment, as a side hobby basically, while I had my day job."2 In media legend the inspiration was his fiancée, Pam, who wanted to meet like-minded collectors of PEZ dispensers. But Omidyar's account of his company's origins emphasizes a different point. "The whole idea there was just to help people do business with one another on the Internet. And people thought it was impossible because how could people on the Internet—remember this is 1995—how could they trust each other? How could they get to know each other? And I thought that was silly. . . . [P]eople are basically good [and] honest."3

It didn't take long for eBay to realize that not everyone was good and honest: As this chapter shows, eBay quickly learned that to prevent fraud, enforce its contracts, and ensure stability in its auction services, it would depend critically on government coercion and the rule of law provided by a stable country like the United States. These are a few of the many complex benefits that only territorial sovereigns
can bring, and without which most aspects of the Internet that we love and cherish would not exist. In this chapter and throughout part 3, we study these largely hidden virtues of government control of the Internet. As the story of China has already made clear, and as we discuss further in what follows, government control of the Internet is not always a happy prospect, for governments often rule unwisely and often clash with one another in destructive ways. Our aim in this part is to give a balanced account of these virtues and vices, and to show how the future of the Internet will be shaped by domestic politics and international relations, as interest groups and countries fight for control and influence over the once-borderless medium.

Early Days

AuctionWeb, as eBay was originally named, came online on Labor Day, 1995, and as just one of three pages Omidyar was hosting on his homepage. That homepage happened to be called eBay.com (short for Echo Bay technologies). AuctionWeb shared space with a small biotech startup and an unusual site dedicated to the Ebola virus. After a slow start—including no visitors on its launch day—eBay slowly began to attract buyers and sellers, mainly through word of mouth. As Omidyar said, “It just kind of grew. Within six months it was earning revenue that was paying my costs. Within nine months the revenue was more than I was making on my day job.” It turned out that Omidyar had tapped into something deep in the human psyche. People like to buy and sell junk.

At first, eBay was a tiny place, known to just a few users. Buying and selling was friendly and community-oriented, like so much on the early Internet. As Adam Cohen, author of The Perfect Store, writes, “Omidyar wanted his corner of cyberspace to be a place where people made real
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connections with each other, where a social contract prevailed. He wanted it to operate according to the moral values he subscribed to in his own life: that people are good, and given the chance to do right, they generally will.\textsuperscript{45}

Despite the friendly atmosphere, some conflict was inevitable, even in those early days. Omidyar’s solution was to turn to community enforcement. On February 26, 1996, he invented the “Feedback Forum.” The Feedback Forum was the Internet’s first organized reputation system. It allowed users to post information about people they had done business with on eBay. Here was Omidyar’s message to the AuctionWeb community:

Posted: February 26, 1996
To: eBay Community

I launched eBay’s AuctionWeb on Labor Day, 1995. Since then, the site has become more popular than I ever expected, and I began to realize that this was indeed a grand experiment in Internet commerce. By creating an open market that encourages honest dealings, I hope to make it easier to conduct business with strangers over the net.

Most people are honest. And they mean well. Some people go out of their way to make things right. I’ve heard great stories about the honesty of people here. But some people are dishonest. Or deceptive. This is true here, in the newsgroups, in the classifieds, and right next door. It’s a fact of life. But here, those people can’t hide. We’ll drive them away. Protect others from them. This grand hope depends on your active participation. Become a registered user. Use our Feedback Forum. Give praise where it is due; make complaints where appropriate. . . .

Now, we have an open forum. Use it. Make your complaints in the open. Better yet, give your praise in the open. Let everyone know what a joy it was to deal with someone. Above all, conduct yourself in a professional manner. Deal with others the way you would have them deal with you. Remember that you are usually dealing with individuals, just like yourself. Subject to making mistakes. Well-meaning, but wrong on occasion. That’s just human. We can live with that. We can deal with that. We can still make deals with that. Thanks for participating. Good luck, and good business!

Regards,
Pierre Omidyar\textsuperscript{6}

At the time, according to Omidyar, “I didn’t necessarily think that was really going to work, but to my surprise, it did. Most of what I saw was positive ratings, not negative ratings. That’s when it hit me: You
know what, people really get a good feeling themselves when they can give praise to people who deserve [it].” The feedback system, of course, survives to this day, and its method of creating reputations and community self-policing is the backbone of the eBay system.

Omidyar soon supplemented the feedback system with eBay’s first dispute resolution system. An early loyal user, Jim Griffith, had become a fixture on the AuctionWeb Bulletin Board as “a friendly source of advice for new users.” “Uncle Griff,” as he was known, was hired for $100 per month to be AuctionWeb’s first customer support person, a responsibility that soon grew to include the resolution of disputes among buyers and sellers. Uncle Griff took his duties seriously, doing what he could to maintain peace, including persuasion, counseling, and good humor. By all accounts Uncle Griff was successful at diffusing tension and resolving disputes.

In its early days, eBay appeared to be just the type of a territorial, self-governing virtual community that John Perry Barlow and Julian Dibbell had written about in their early exploration of cyberspace. Uncle Griff, the community’s virtual magistrate, didn’t even live in California where eBay was located. He presided from his home in West Rutland, Vermont, but he could just as well have done his job from Japan or Africa. It soon became clear, however, that the online Feedback Forum and Uncle Griff would not suffice to keep order on eBay.

**Fraud**

This virtual community, eBay, grew fast. It grew faster, in fact, than any other company in the history of the world. “Everyone was saying, ‘No, no, there’s no way it can continue to grow this fast.’ But it has.” By the end of 1999, eBay had over five million users. After a successful IPO, eBay was not only popular but rich—Omidyar’s personal fortune stood at over $10 billion. But while large and successful, eBay still had the same old informal governance system centered on the Feedback Forum and Uncle Griff. Unfortunately for eBay, it quickly developed a new problem Omidyar didn’t plan on: online auction fraud.

The Furby fraud of 1998 was the wakeup call for eBay. The Furby (“your emo-tronic friend”) is a sort of robotic stuffed animal that resembles a cross between a cat and an owl. Unusual for a stuffed ani-
mal, the Furby speaks its own language (Furbish) and also has limited English skills. In 1998 it was an enormously popular toy and a hot eBay auction item. That was especially true of the rare “limited edition” and colored Furbies, which sometimes sold for as much as $1,000. The problem was that there were no limited-edition Furbies, and no colored versions that weren’t just home-dye jobs. The limited edition Furby was a scam. As Internet-ScamBusters.org explained, “unethical promoters, scam artists, and hucksters have rushed into this hot market and ‘invented claims’ of rare Furbies in order to take advantage of unwary consumers.”

Faced with the Furby fraud and other reports of online auction fraud, eBay announced its first official antifraud program in January 1999. But it did little else, and both fraud and pranks, or at least the public’s perception of them, continued to increase. In 1999, for example, a seller posing as “Richard Posner”—the famous federal judge and legal scholar who early in his career had written about markets for babies—listed for sale “one unborn baby.” The listing received great media attention before being shut down. In March 2000, Kembrew McCleod, a college professor, sold his soul on eBay to a New York real estate executive for $1,325. As McCleod said, “it doesn’t matter whether they think it’s art or ironic, as long as they send me the money.”

While these pranks were more fun than anything else, the fraud problems were not. In the spring of 1999, a serious Rolex scam garnered wide media coverage. And a problem present since the early days—sports memorabilia fraud—continued to get worse. Who’s to know whether a signed Reggie Jackson bat was actually signed by Reggie Jackson? In the late 1990s, the problem wasn’t just that the fraudsters were selling fake autographs; they were also issuing fake certificates of authenticity and generating fake feedback ratings. By 2000, eBay faced a class-action lawsuit, Gentry v. eBay, filed by allegedly defrauded buyers.

eBay had long prided itself on being a friendly community first and foremost, a place where disputes were settled in a different way. But the legal and reputational risks to eBay of fraud were becoming clear. A federal report in 2000 found more than $4 million in losses from auction fraud alone. While the actual incidence of fraud was
still relatively low, the perception of danger, coupled with a string of hacker attacks, left eBay with little choice. As Omidyar said, “we’ve had to evolve our strategies and our policies from what I built in the beginning, which was a self-policing community of people, to one where we take a more active role in trying to help identify the bad actors.”

In 1999, eBay took an important step. It hired two hard-bitten crime-fighters who (like the couple in The Thin Man) were also a married couple. Angela Malacari came to eBay from law enforcement: she had served in the Drug Enforcement Agency’s Violent Gang Task Force and as a special agent for the Immigration and Naturalization Service, where she was famous for breaking a large immigrant-smuggling ring. Her husband, Rob Chestnut, was a federal prosecutor in the Eastern District of Virginia, where he had prosecuted the Russian spy and CIA employee Aldrich Ames. With Chestnut and Malacari, eBay began an active policy of hiring former law enforcement officials that continues today.

Malacari became the head of eBay’s fraud investigation team, or “eBay’s Cop.” Her job: to prowl eBay for signs of fraud and prepare the case for law enforcement to prosecute. As she stated, “We try to provide law enforcement with precedent-setting cases.” Among her tools were secret in-house monitoring and data-mining software designed to detect suspicious behavior. Chestnut, meanwhile, worked on fraud and also became one of eBay’s point men in Washington to get Congress to do more about cybercrime and its effects. In 2000, Chestnut testified before Congress: “It’s our view that computer intrusions and attacks on commercial websites are serious crimes that require a forceful response.” He asked Congress to “send a message to cyber criminals throughout the world that the U.S. government can and will protect e-commerce from criminal activity.” The contrast between the Malacari/Chestnut team and Uncle Griff could not be clearer. Griff’s job was to be helpful, funny, nice, and settle what disputes he could. Malacari and Chestnut were hired to catch and imprison criminals.

By 2004, eBay’s transformation was complete. Its website now boasted that “eBay’s security team includes former law enforcement officials from around the world,” and explained that eBay was “here to
work with law enforcement in criminal investigations.”24 From its early reliance on the golden rule—Omidyar’s advice to “Deal with others the way you would have them deal with you”—eBay had developed by 2005 to employ a full-time security staff of eight hundred people.25 Critics grumble that “eBay is not only ‘The World’s Online Marketplace’ but the world’s online informant.”26

Today, eBay’s feedback system remains central to its business model and works for most of the billions of transactions on eBay. But eBay’s level of integration with and dependence on law enforcement is remarkable. Pierre Omidyar defends the transformation from his founding vision. “The community really is no longer the way it was in the early days. My philosophy then was, let the community govern itself. That philosophy didn’t really scale up. I would have wanted it to. But I realized in early 1998 that at a certain point, you have to say, well, there is a part of the community out there that isn’t appropriate.”27

**Coercion**

What eBay learned over the course of its existence is a very old lesson about the first and most fundamental role of government. Political theorists have long argued that the clearest justification for a coercive State is the protection of citizens from harming one another through force, fraud, or theft. As Thomas Hobbes argued in the seventeenth century, human beings require “the terror of some power” to force them to behave. Without the order and stability provided by government, Hobbes claimed, men live in “continual fear, and danger of violent death.”28

Hobbes exaggerated the role of government in securing order. As the eBay story shows, community norms, civil society, and an innate human tendency to cooperate and reciprocate play crucial roles in smoothing human relations. For the vast majority of transactions, the norms of eBay and the Feedback Forum are sufficient to maintain an order without law. The vast majority of eBay users are, as Pierre Omidyar had hoped, honest and good people.

But laws are not important for policing eBay’s honest users. They matter for the people who are bad. Some percentage of eBay’s
customers is made up of people whose primary interest is stealing money or goods. It is for these people that law and government power is needed. As eBay came to realize, without the threat of law enforcement behind eBay’s community system, it could be quickly overrun by criminal fraud.

It is true that, in the absence of government power, eBay might create alternative systems of enforcement. It might, for example, take possession itself of the goods and guarantee their quality. But then eBay would be a store, not eBay, and its cost structure would give it no economic advantage over traditional retail stores. The phenomenal success of eBay is made possible because eBay doesn’t have to identify, verify, and play police officer. Instead, eBay more or less lets the market run itself. But for that to work, there must be harsh punishment of that tiny minority who want to break the rules. The eBay auction system, as libertarian as its origins may have been, depends on an oft-hidden virtue of government power to deter those who would destroy the system.

**Rule of Law**

eBay’s problems with fraud demonstrate its most obvious need for the coercive power of government. But its reliance on the government is actually much deeper. Every successful eBay transaction, as eBay constantly reminds its users, is a legally binding contract. Nonetheless, disputes and breaches of contract are not uncommon. And the legal enforceability of those contracts is ultimately essential to the eBay model.

In 1996, as we saw, eBay employed a simple means of dispute resolution—Uncle Griff. Uncle Griff did the best he could, and the small eBay community didn’t resort to litigation. But he could not possibly handle all of the cases that came up as eBay grew. And so in 2000, eBay partnered with Square Trade, a firm established by former McKinsey Consultants who specialized in online mediation services. Mediation is simply a term for what Uncle Griff was doing all along—helping buyers and sellers resolve disputes through a consensual, non-judicial process in which a neutral party tries to work out the dispute
in a nonconfrontational and informal way. Square Trade offered a more professional and institutionalized process than Uncle Griff for disgruntled buyers or sellers to identify the dispute, discuss it directly, and work with a professional mediator in “developing a fair, mutually agreeable solution.”

Square Trade’s mediation service is a sensible private substitute for government-enforced resolution of contractual disputes. As in any other setting, most disputes on eBay do not warrant the actual use of courts and contract law. Many disputes result from misunderstandings that are easily cleared up; most people who buy a defective alarm clock do not sue the manufacturer, but rather take the clock back or throw it out. The same is true with eBay. The vast majority of conflicts are either resolved by the parties by themselves or with the help of a mediator. The connection to eBay’s reputation rankings through the Feedback Forum makes Square Trade mediation particularly effective.

Mediation and related extralegal dispute resolution mechanisms are not, however, a complete substitute for real contract law. For a class of cases, and for the very ground rules that eBay lives by, government enforcement of eBay contracts is essential. Without enforceable contracts, many day-to-day matters might work fine—but eBay would be limited in its effectiveness, efficiency, and growth.

At the bottom of eBay’s web page is a link for “user agreement.” Most people ignore the user agreement, but in fact, every time you use eBay, you agree to “the terms and conditions applicable” to your use of eBay service contained in the agreement. “If you do not agree to be bound by the terms and conditions of this Agreement, do not use or access our services,” warns eBay. The terms in the user agreement form a contract that binds you to scores of obligations if you use eBay. And the government’s promise, or threat, to enforce the obligations in this contract is crucial to eBay’s viability.

Consider one of many examples—eBay’s release from liability. It provides:

eBay is a venue.

3.4 Release. . . . [I]n the event that you have a dispute with one or more users, you release eBay (and our officers, directors, agents, subsidiaries, joint ventures and employees) from claims, demands and
damages (actual and consequential) of every kind and nature, known and unknown, suspected and unsuspected, disclosed and undisclosed, arising out of or in any way connected with such disputes.\textsuperscript{31}

This provision effectively says that eBay users cannot sue eBay for transactions that take place on eBay. The importance of this agreement and its enforcement to eBay should be clear. Were eBay subject to liability for everything that happened using eBay, its costs would increase dramatically. The contractual release is what prevents this from happening. But the release is only valuable if a court upholds it after someone tries to sue eBay over a transaction gone bad. By upholding eBay’s release and preventing eBay from being destroyed by lawsuits, government helps make eBay a viable and cost-effective service.

\textbf{Contract law} is also crucial for eBay’s handling of large transactions. eBay’s Feedback Forum, combined with its Buyer Protection program (which reimburses the buyer up to $200 when the seller fails to deliver as promised), is certainly effective for small transactions—only obsessed people with a lot of time actually sue to recover small amounts of money. But one of the great surprises of eBay has been its ability—without altering its simple model—to serve as an auction site for large-ticket items like automobiles, computer equipment, and even, in one case, a World War II submarine. None of this was planned. In the case of cars, an eBay employee simply noticed one day that people were buying and selling real Ferraris in the toy car section of eBay.\textsuperscript{32}

It is one thing to buy a $10 Star Wars doll in an impersonal market from someone you don’t know. But it is doubtful that many people on eBay would be willing to buy or sell a $120,000 automobile without some government-backed guarantee that the \textit{contract} would actually be enforced.

Why wouldn’t Square Trade mediation be enough? Here’s one user’s response, posted on an eBay message board: “Unfortunately there is a lot of hype going on about Square Trade and what it does for a person to be a member. Well, it’s baloney. Square Trade is only a mediation service and can’t do anything to affect your eBay or PayPal accounts.”\textsuperscript{33} In other words, if the other party doesn’t cooperate, Square Trade won’t get you your money back. What did the user recommend instead? If there’s trouble, “file a Mail Fraud complaint with the USPS [United States Postal Service]. . . . I would guess that any seller find-
ing a pair of USPS inspectors on their doorstep... would be rather quick to refund your money or ‘find’ the ‘lost’ package.”

There is, in short, a user demand for coercive enforcement of promises that cannot be met by voluntary procedures.

This contrast between Square Trade mediation and the USPS inspector teaches something about what makes government action hard to replicate. Why does the user assume that a USPS inspector will have an effect that the mediators won’t? There is a simple reason that government action is different—it’s power of legitimate physical coercion. The government has the power to arrest you, jail you, or sometimes even kill you, if you do not obey—and it may generally do so without fear of being punished itself. Physical coercion, meanwhile, can be relatively cheap for the government—but the costs to the individual of being imprisoned are enormous.

Physical coercion is not the only kind of coercion, or always the most relevant. The threat of reputational loss on eBay can be a threat, particularly for a repeat eBay user. The difference with physical coercion, however, is its severity and universality. Not everyone cares about an eBay reputation, but everyone values physical sanctity and freedom of movement. An eBay scofflaw may laugh at reputational sanction and mediators; the ability to laugh at arrest and imprisonment is less common.

To complete the point, we might ask: what would eBay look like in the absence of government-enforced contract law? One might think, based on the Feedback Forum, the Buyer Protection program, and Square Trade, that eBay could continue to run much of its ordinary business. In the absence of law, though, eBay would need something to make up the difference that the legal threat now provides. It is true that eBay itself might possibly provide greater security for buyers and sellers. And eBay might guarantee that it would make sure that the contracts would be honored. But as with fraud, the result wouldn’t be eBay as we know it, but rather some very different business—and a much more expensive and less popular business. What has made eBay successful and profitable since day one is its hands-off, self-executing, low-cost nature. That, in turn, depends on a robust system of community norms, and also, underneath that community, the rule of law and government coercion.
Between Anarchy and Despotism

The success of Internet companies like eBay, the success of the Internet itself, and indeed the success of many human endeavors depend on something invisible but essential: public goods like criminal law, property rights, and contract enforcement provided by government. Public goods are benefits (national defense, street signs, and clean air are other examples) that can usually be provided only by governments. The main reason that only government can provide these goods is that they benefit everyone. Private actors who considered supplying them couldn’t force “free riders” to pay for them and thus wouldn’t provide them in the first place. The government, by contrast, can force people to pay taxes to ensure that the goods are supplied adequately.35 On a day-to-day basis, we aren’t always aware of the government-provided protection against harm, and the enforcement of contractual and other rights that safeguard peaceful relations. But we do notice when they are missing: when contracts go unenforced, when property is stolen, and when fraud is rampant.

Many of the Internet visionaries we met in chapter 2 believed that Internet communities like eBay could govern themselves without any intervention or support from traditional government. But they overlooked how vital government-provided public goods are to private flourishing, whether it be commercial flourishing through buying and selling on eBay, or recreational flourishing like playing in a safe park with clean air. Private groups like eBay and its customers need government to keep their community from being overrun by villains. They also need government for much more: to regulate and support the capital markets that helped eBay raise billions of dollars to expand its operations and boost its marketing; to enforce trademark laws that protect eBay’s brand from being diluted; and to build roads, ensure clean water, and provide police and fire protection in San Jose, California, where its headquarters are located.

This is the happy side of government. There is, of course, another side. Government is not a benevolent trustee of the public’s interest, always doing what is best. In reality, government is often ugly and pathological. The counterpart to the private anarchy that faced eBay is the abuse of government power. We have already seen
in chapter 6 the excess of which government rule of the Internet is capable. A highly repressive government can make much that is good about the Internet untenable. Matters are much better in a democracy, which has freedom of speech and press, independent courts, and regular, open elections. But of course, even governments in democracies have serious problems. With respect to each of the public goods described above on which eBay critically depends, there is a danger that government will go too far and overregulate private life. It might, for example, overpunish certain behaviors, as many believe it has done with drug sentencing. Or it might overregulate capital markets, as the Sarbanes-Oxley legislation following the Enron and WorldCom scandals arguably did when it imposed burdensome and expensive accounting requirements that many believe will stop small and medium-sized firms from accessing public capital markets. Or it might overprotect intellectual property rights and stifle innovation, as many believe was the case with the Sonny Bono Term Extension Act, which extended the term of all existing copyrights by twenty years.

There are systematic reasons why elected governments sometimes fail to do what is best for their citizens. One prominent reason is that groups within societies differ wildly in their ability to be heard by government and to get government to do what they want. Industry groups, unions, farmers, and other well-organized factions have a disproportionate influence on what laws government passes. Sometimes the result can be roughly reflective of the preferences of the governed—especially when two or more well-organized groups face off. But sometimes the well-organized exploit the poorly organized. There are many well-known examples—farmers and crop subsidies, tenants and rent control, the AARP and Social Security, and millionaires and tax loopholes.

The Sonny Bono Act mentioned above is a prominent example. Many believe that this statute aided the highly organized and ailing recording industry at the public’s expense. “The real impetus for term extension [came] from a very small group: children and grandchildren of famous composers whose works are beginning to fall into the public domain, thereby threatening trust funds,” explained former congressional staffer William Patry. “These estates had considerable
political and financial impact with ASCAP, the music performing rights collecting society.” But “at some point, a long term of protection loses all connection to acknowledging the author for his or her creativity, to providing incentives for the author to create, or to looking after the author’s immediate family.”

Interest group capture of the legislature is not, of course, the only flaw in democratic government. The executive and judicial branches can also be corrupt or incompetent, and can fail to follow the law or reflect the wishes of the people. For every useful intervention that government makes in private life, there is a danger that it will go too far, and it often does go too far. It is difficult in the abstract to say where the line between government and private control should be drawn. Academics, policy makers, and pundits debate these questions daily and fiercely in discrete contexts, and the answers vary among such contexts.

Without denying the difficulties of where to draw this line, our main claims are modest. Public goods and related virtues of government control of the Internet are necessary across multiple dimensions for the Internet to work, and as a practical matter only traditional territorial governments can provide such goods. Anarchy—the absence of coercive government that the Internet visionaries cherished—will not work. Moreover, despite the well-known warts of democratic government, it remains the least-bad system known to history. With an open and free press, regular elections, and an independent judiciary, democratic governments are the best system that human beings have ever devised for aggregating the varied interests and desires of a sovereign people into a workable governing order, and for minimizing or correcting the many pathologies that invariably encumber governmental systems.

All governments exist somewhere on an axis between the anarchy that governments are supposed to redress and the despotism that governments sometimes employ. Some countries strike this balance better than others for reasons of history, tradition, or just plain luck. What may be surprising is the extent to which the Internet, or the applications that make it interesting, depends on this balance. For as we next show, the success of the Internet and its companies depends on the stability of the country beneath it.
Expansion Abroad

In 1999, eBay opened its first overseas auction site, in the United Kingdom, and by the end of 2002 had established auction sites across Europe and Asia. As might be expected, different laws in different nations created new legal and business challenges. In the UK, for example, defamation laws are strict. When users received negative feedback, they often threatened to sue both eBay and the person who left the feedback, and so eBay had to create a process for handling defamation complaints. In Germany, meanwhile, eBay refused to allow the listing of Nazi goods from the beginning in order to comply with German law, a policy it later adopted for the U.S. website. 38

The legal challenges in Europe were nothing compared to the challenges eBay faced in India. In 2004, eBay paid $50 million for a company named Bazaar.com, India's then-largest online auction site, and in 2005 created the latest eBay outpost, eBay.in.39 The new business met some expected challenges. Credit card usage in India is uncommon and listings on eBay India typically need to list multiple forms of bank transfers as payment options. 40 The number of Internet users in India is still relatively low—about 20 million.41 Consequently, on an August 2005 visit to eBay.in, the number of listings was also low—only thirty-two listings under “Bollywood” (the name for India's film industry), as compared with 1,461 listings under eBay.com.

eBay.in's legal problems were also unexpected. Sometime in November 2004, members of the press discovered a listing for an oral sex video clip featuring a seventeen-year-old boy and sixteen-year-old girl, both students at a prestigious Delhi high school, for sale on Bazaar (which at the time was owned by eBay). "Following investigations," said the police, "we have found that the sale was continuing on the online site and they did not act diligently. In this connection, we have arrested the CEO of the site, Avishek Bajaj." Bajaj, an American citizen and the CEO of Bazaar, was detained and charged with a violation §67 of India's Information Technology Act, which mandates imprisonment for anyone who "publishes or transmits or causes to be published" "lascivious" material. 43 As part of a spreading "Delhi Public School MMS sex scandal," the students were expelled, and the seller of the video clip, a student at India's prestigious Indian Institute of Technology, was arrested.
Bajaj was released on bail after, among other things, diplomatic intervention by the U.S. State Department. But the lawsuit highlights how dependent eBay is on governments providing the elusive balance between anarchy and despotism. Without questioning the legitimacy of the Indian enforcement action, eBay could not operate long in a country where its officials are routinely imprisoned for social scandals. Overly aggressive local laws can doom eBay and other Internet businesses as much as a failure to prosecute fraud.

Nonetheless, eBay's pattern of overseas expansion appears to reflect a greater desire to avoid anarchy than to avoid despotism. One might expect that eBay would simply expand to the countries with the largest GNPs and richest citizens, as the locations of the greatest potential revenue. While market size is obviously important, eBay's and other Internet companies' record of expansion reflects another concern. It shows an interest in the rule of law and the likelihood of either fraud or repression affecting its business.

Of the world's fifty largest economies, eBay had, in the spring of 2005, set up shop in twenty-six. There were eBays in four of the world's five largest economies: the United States, China, India, and Germany (eBay Japan folded in 2002). But of the top twenty economies, eBay is only in fifteen. It has not set up shop in Russia, Indonesia, Thailand, Iran, and Turkey, despite the size of these markets. Russia is particularly important: it remains the tenth largest economy in the world, yet neither eBay nor other Internet multinationals are willing to invest in it.

Instead, eBay has set up business in much smaller markets that have better legal systems. For example, eBay operates an auction site in Poland, despite the fact that the Polish economy is about one-third the size of its Russian neighbor. eBay also chooses to operate in Malaysia but not in the larger Pakistani, Iranian, or South African markets. The same patterns are also evident in the investments of other Internet multinationals. Yahoo operates in twenty-seven countries, approximately the same number as eBay. It too gives Russia, the world's tenth largest economy, a pass. And it chooses to operate in smaller economies with predictable legal systems, like Denmark, over some larger economies like Columbia or Ukraine.

What might explain these decisions? We can focus on Russia as the greatest anomaly. As mentioned, its economy is the tenth largest in the world—$1.4 trillion in purchasing parity in 2004—and while
Russia has many poor people, it also has a class of very wealthy people. Nonetheless, multinational Internet companies like eBay do not provide services there. At first glance this is a puzzle, since Russia is a far cry from the oppressive place it was when it was at the center of the Soviet Union. But Russia has the opposite problem. It suffers from private harms gone unchecked: insecurity of private property, corporate fraud, a failed criminal law system, organized crime and oligarch-dominated business, and ineffective respect for and enforcement of contract rights.46 “Without a well-functioning public power of a certain kind there will be no prevention of mutual harm, no personal security, and no ‘standing rule to live by,’” wrote NYU professor Stephen Holmes in a famous 1997 essay about Russia that remains largely accurate today.47

Post-Soviet Russia holds powerful lessons for companies like eBay and the government’s role in Internet regulation. As viruses, online fraud, spam, and other abuses add up, the greatest dangers for the future of the Internet come not when governments overreact, but when they don’t react at all. The old and primary role of preventing harm and protecting rights must be translated to the present for the network to continue to grow and prosper.

Epilogue

In the summer of 2000, Pierre Omidyar left his day-to-day work at eBay. In Adam Cohen’s account, Omidyar simply emptied his cubicle one day and left, without announcement or ceremony.48 Omidyar had moved to another stage of life. As his autobiography suggested, it was time to do more to “make the world a better place.” The company he had created had always been designed to run itself. Now it didn’t even need Omidyar—its self-execution was complete.

The greatest praise we can offer for traditional territorial government is reflected in the eBay story. The chief virtues of government in this story are invisible: they are the background rule of law that makes a company like eBay viable, and even possible, as a self-executing business. This is not an accident. There is no place for eBay in an anarchy like 1990s Russia or the failed states of Africa, that lack the basic public goods that make thriving Internet businesses possible.
Consequences of Borders

Australia's Joseph Gutnick is a billionaire, a diamond and gold miner, a political player, a philanthropist, and a rabbi. On October 20, 2000, Gutnick awoke in Victoria to find himself accused of tax evasion and money laundering by the American business magazine Barron's. The article, "UnHoly Gains," suggested that Gutnick had engaged in shady dealings with Nachum Goldberg, a Melbourne money launderer jailed in 2000 for washing AUS$42 million in used notes through a bogus Israeli charity. Gutnick read the story, not in the print version of Barron's but on the online version of its sister publication, "wsj.com," a website on a server physically located in New Jersey. Gutnick was not the only Australian to read the story. Approximately seventeen hundred Australians subscribed to wsj.com, including many Australian business and finance leaders. An enraged Gutnick vehemently denied the illicit association with Goldberg. To protect his reputation, he sued Dow Jones & Company—the parent company of both Barron's and the Wall Street Journal—in an Australian court, taking advantage of tough Australian libel laws unleavened by the U.S. First Amendment.

The legal arguments in the Gutnick case mirrored those in the Yahoo litigation in France a few years earlier. Dow Jones argued that Australian courts were legally powerless (or "without jurisdiction") to rule on the legality of information on a computer in the United States, even if it appeared in Australia. The Australian High Court, like the court in France, disagreed. For material published on the Internet, it
stated, the place where the person downloads the material “will be the place where the tort of defamation is committed.” Within two years of this decision, Dow Jones agreed to pay Gutnick AUS$180,000 in damages and AUS$400,000 in legal fees to settle the case. It also issued this retraction: “Barron’s has no reason to believe Mr. Gutnick was ever a customer of Mr. Goldberg, and has no reason to believe that Mr. Gutnick was a money laundering customer of, or had any criminal or other improper relationship with, Mr. Goldberg.”

“The U.S. cannot impose their laws on this country,” rejoiced Gutnick in Australia. “They have to respect our law.” But the Australian decision also attracted the same predictably negative reaction as the French decision in the Yahoo case. Fierce libel laws are antiquated in the Internet age and are inconsistent with the Net’s First Amendment-inspired approach to free expression. Australia has no business getting involved when a newspaper writes an article in New Jersey meant for an American audience. The Australian rule will chill speech in the United States and elsewhere, forcing newspapers around the world to bow to the most restrictive laws in the world. As a gloomy New York Times editorial page said, “To subject distant providers of online content to sanctions in countries intent on curbing free speech—or even to 190 different libel laws—is to undermine the Internet’s viability.”

The Dow Jones–Gutnick controversy is no different than thousands of other conflicts of laws that have arisen on the Internet during the last decade. These conflicts give the lie to Frances Cairncross’s 1999 prediction that the death of distance heralded by the Internet would be a “powerful force for peace” and mutual understanding among nations. These conflicts of laws have not, however, had the widely predicted devastating effects on the Internet itself. Publishing and commerce are flourishing on the Internet despite the dozens of “parochial” national laws to which e-businesses are supposedly subject. And individuals continue to send e-mails, create web pages, and write blogs despite the supposed prospect of having to figure out how to comply with every law in the world.

This chapter explains why the predicted doomsday scenarios have not materialized. It begins by summarizing and extending the normative case made throughout this book for the bordered Internet. It then
addresses the conflict of laws problem. The heated rhetoric about conflicts of laws masks two more salient operating principles: multinational firms want to minimize global operating costs, and libertarians want to extend the unusually tolerant values of the U.S. First Amendment across the globe. As we will see, national Internet laws are no more burdensome than the scores of conflicting national laws that multinational firms typically face, and they have no effect on the vast majority of individual Net users who, unlike global firms, lack a multinational presence. There is no denying that the bordered Internet replicates some of the familiar costs and pathologies that result when nations apply their laws to transnational communications and transactions. But like the international system itself, it also lets many different peoples coexist on the same planet while maintaining very different values and ideas of the good life. In this diversity lies a happier world than one governed by a single global law for all matters. When dreaming of a better society centered on the Internet, the many virtues of a bordered system must not be overlooked.

Borders 2.0

This book has described three reasons why what we once called a global network is becoming a collection of nation-state networks—networks still linked by the Internet protocol, but for many purposes separate. First, peoples in different nations tend to read and speak different languages and have different backgrounds, capacities, preferences, desires, and needs. These reflect local differences in history, culture, geography, and wealth. Internet users seek out, and content providers want to provide, congenial content that reflects these differences.

Technological developments are the second reason for Internet borders. The Chinas of the world are becoming remarkably sophisticated at firewallsing their countries and creating closed national networks. Internet geo-ID technologies are becoming faster and cheaper and more prevalent. These technologies enable content to be tailored to Net users by geography and permit e-firms to avoid sending content to places where it is illegal. Even the deep structure of the Internet—bandwidth distribution, increasing Internet traffic within countries and
regions, and diminished traffic between countries—reinforces Internet borders.

The enforcement of national laws in cases like *Gutnick* and *Yahoo* are the third reason for Internet borders. One strong and important difference among peoples concerns their values, and people with different values disagree about the type of information they want to receive and the type of information they deem harmful. Some societies tolerate Nazi goods; others don’t. Some like privacy warning labels; others don’t. Some accept online gambling; others don’t. Some want strong protections for intellectual property; again, others differ. These differences are reflected in different national laws, and governmental officials charged with enforcing national values must enforce these laws, as cases like *Gutnick* and *Yahoo* make clear.

The bordered Internet is widely viewed to be a dreadful development that is antithetical to the Internet’s “true” purposes and undermines the Internet’s promise. The issue tends to be joined most fiercely in the context of speech regulation, as the storm over the *Gutnick* and *Yahoo* cases reveal. There are many reasons for this focus, but the main one is that the Internet is a revolutionary medium of communication, and communication is speech. In that sense, just about every debate about Internet governance is at bottom a debate about speech governance. The most basic question about the bordered Internet, therefore, is whether speech should be regulated globally or locally.

We think that there is very little to say in favor of a single global rule for Internet speech. “Every jurisdiction controls access to some speech . . . but what that speech is differs from jurisdiction to jurisdiction,” explain Lawrence Lessig and Paul Renick. “What constitutes ‘obscene’ speech in Tennessee is permitted in Holland; what constitutes porn in Japan is child porn in the United States; what is ‘harmful to minors’ in Bavaria is Disney in New York.” These dramatically different attitudes toward proper speech among mature democracies reflect important differences among the peoples that populate these countries—differences in culture, history, and tastes that are legitimately reflected in national and local laws.

In the United States, it is acceptable to join a political party that condones racism, and courts uphold the right of neo-Nazis to parade through predominantly Jewish towns wearing uniforms and swasti-
kas. Other democracies, influenced by very different histories and tradition, take a different view. Israel is a democracy that rose out of the Holocaust and that persists in a nearly constant state of emergency. It bans speech that is “offensive” or causes “emotional harm,” and it outlaws political parties that espouse racism or call for the destruction of the State of Israel. Germany bans Nazi speech for yet a different reason, the same reason that Japan’s Constitution outlaws aggressive war: it is a nation still coming to grips with the horrors it committed in the past, and it is terrified that they could happen again. As we saw in chapter 1, France too bans pro-Nazi speech, as well as speech that endorses or minimizes the Holocaust. French law reflects its occupation by Nazi Germany during World War II, and its related belief that a person’s right to be free from threatening and degrading speech trumps the right to voice one’s political ideas, however harmful.

The Gutnick case reveals the same underlying tension. The case arises out of deep differences between the United States and Australia on the importance of free speech, reputation, and public order. Although both countries are former British colonies influenced by the English common law tradition, they have for forty years taken vastly different approaches to free speech protections for the press. In 1964, the U.S. Supreme Court in New York Times v. Sullivan broke with the British common law when it interpreted the First Amendment to make it much harder for public officials to recover in libel suits against newspapers. The Sullivan case embraced a new “commitment to the principle that debate on public issues should be uninhibited, robust, and wide-open.” After Sullivan, it has been very hard for public figures like Gutnick to win in libel cases in the United States. The Australian High Court, however, rejects the Sullivan rule, reasoning that it “tilts the balance unduly in favor of free speech” and “gives inadequate protection to reputation.” Whereas American libel law places a high burden of proof on the alleged victim of defamatory speech, Australia places the burden of proof on the publisher and requires the publisher to reasonably believe that its statement concerning the alleged victim is true, and to give the alleged victim a chance to reply. The dispute in Gutnick thus goes far beyond the dry rules of libel law. It reflects deeper disagreements between the United States and Australia about
the processes that best secure truth, and about the relative values of robust speech versus reputation and uninhibited debate versus order. These examples show that deeply held differences in values, even among democracies, lie behind conflicts of laws. A bordered Internet is valuable precisely because it permits people of different value systems to coexist on the same planet.

A good way to understand the case for a bordered Internet is to consider its opposite. Imagine a global law in the form of a world government or a world treaty. Set aside the insurmountable problem of creating a legitimate and reliable global executive to enforce such global norms. A more fundamental problem is that the global norms would often be unattractive, even if they could be enforced. When you choose a single rule for six billion people, odds are that several billion, or more, will be unhappy with it. Should divorce and abortion and pornography be allowed, and if so to what degree? Ought economic and environmental policy reflect the interests of poorer or wealthier nations? Similar questions arise on the Internet: Is the American approach to Nazi speech right, or the French-German-Israeli variants? Should the competing interests of the free press and private reputation be balanced Australian style or U.S. style? To what degree should gambling and pornography on the web be allowed? Should data privacy be unregulated, modestly regulated, or heavily regulated? A single answer to these and thousands of other questions would leave the world divided and discontented.

The advantage of decentralized governance is that it can better reflect differences among peoples. Consider what would happen when three nations with equal populations of 100 people—A, B, and C—tried to decide whether web gambling should be allowed in their country. Assume that 75 percent of the people in A, 65 percent of the people in B, and 35 percent of the people in C want to ban web gambling, with the remainder of the population in all three countries opposed to the ban. If the countries decided on a “global” rule reflecting majority preferences among the 300 people in the three territories, the result would be a global ban on web gambling with 175 people pleased and 125 displeased. But if each country can decide whether to ban web gambling for itself, A and B will ban web gambling and C will not, and in the aggregate 205 people will be pleased and 95 displeased.
pleased. In this way, decentralized government can respond in a more fine-grained way to what people want and can best enhance overall welfare.

Of course, this and other arguments for a bordered Internet must confront the problem of China and other oppressive nations that do not purport to represent the interests or preferences of their people. But even the China example, as bad as it is, does not undermine the case for territorial control of the Internet. Governments did not create the technologies that China is using to keep unwanted content out. Rather, as we saw in chapter 4, the private sector created it in response to consumer demands that the Net’s content be better tailored to suit individual interests — interests that, as a brute fact, cluster by geography. And as the Yahoo case shows, governments in democratic states are starting to demand that this technology be used to respond to entirely appropriate constituent demands to protect them not only from Nazi goods but also from hate speech, credit card theft, invasions of privacy, sexual predators, spam, and much more. Technologies of control designed to serve legitimate and desired ends can rarely be limited to those ends, and will often be co-opted for illegitimate purposes. The Internet is no exception.

The question about the optimal form of Internet governance must always be “compared to what?” While it is easy to criticize traditional territorial government and bemoan its many failures, there is no reasonable prospect of any better system of governmental organization. Even acknowledging that in places like China the laws will often not reflect the wishes of people who live there, differences among laws in the many democratic governments in the world (such as the ones at issue in Yahoo and Gutnick) are presumptively legitimate. Many elements of China’s bordered Internet, moreover, do respond to legitimate Chinese preferences — for example, the language in which Net content is delivered, and the cheap digital goods that are helping the Chinese economy flourish.

In defending the system of decentralized national control, we are not arguing for the current number and size of territorial nation-states. Nations that are too small will lack the economic capacity to provide public goods like national defense and education. As a nation’s size increases it can address these deficiencies, but at the cost of increasingly diverse values, preferences, and commitments among citizens,
which makes it harder for the ever-more-distant government to pro-
mulgate and enforce rules that are viewed as legitimate by all. This is one reason why many large modern democratic nations—the United States, Australia, Germany—have federal systems that make impor-
tant governmental decisions at the subunit level. The European Union is an emerging territorial nation-state created (like Italy and Germany in the nineteenth century) out of smaller ones. To work it will need to retain its federalist structure, and we may now be approaching the point where its increasingly heterogeneous peoples will stall further enlargement. By contrast, many nations (including some in the EU) face devolution pressures, as distinct groups within nations clamor for greater direct control over aspects of their lives. There is a natural limit here too. In the words of UN Secretary-General Boutros Boutros-
Ghali, “If every ethnic, religious or linguistic group claimed state-
hood, there would be no limit to fragmentation, and peace, security and well-being for all would become ever more difficult to achieve.”

Nation-states have always faced these competing pressures for ex-
pansion and contraction, and the Internet will surely exacerbate them in many ways. But pressures to change the size of nation-states should not overshadow the many ways that the decentralized territorial sys-
tem itself promotes diversity and self-determination, even with re-
gard to Internet communications. There is, however, another objection to decentralized control. Even if differing national laws reflect what’s best for people in those countries, the argument goes, the global ef-
fects of national control of the Internet are ruinous for the Internet. It is to this argument that we now turn.

**Extraterritoriality**

Australia’s Gutnick decision “puts at risk the ability of Americans to speak with each other and be protected by American law when they do so,” said First Amendment maven Floyd Abrams. Abrams was complain-
ing about the extraterritorial effect of the Australian decision. The Aus-
tralian court effectively applied Australian laws outside Australian borders to a publication in the United States that was intended primarily for an American audience. It applied Australian law to an American company,
Dow Jones, whose political interests were not formally represented in Australia. And in so doing, the court undoubtedly caused Dow Jones to become more cautious about what it published in America, thereby contravening American free-speech values and depriving Americans and others across the globe of information.

All of this is true—but it is also inevitable and commonplace. Seventy-five years ago an international arbitral panel ruled that Canada was responsible for preventing sulfur dioxide emissions from Canada that caused agricultural damage in the United States.\(^{21}\) U.S. officials, had they so desired, could have applied U.S. law to make the Canadian firm pay for the damage caused in the United States. The punishment in the U.S. of a Canadian polluter would have had the effect of raising the cost of smelting, and thus the price of metals, in Canada. But these “extraterritorial” effects of U.S. law do not call into question the United States’ right and duty to protect Americans in America. If the United States does not act against the Canadian polluter, then the permissive Canadian law would have resulted in the “extraterritorial” damage in the United States. In this sense, extraterritorial effects always run in both directions when two nations try to apply their different laws to the same transnational event. These inevitable cross-border effects do not undermine the legitimacy of a nation applying its laws to redress local harms.

Consider a more recent example. In the late 1990s, Boeing and McDonnell Douglas, two American aerospace giants that did business worldwide but had their productive resources in the United States, tried to merge. The U.S. Federal Trade Commission (FTC) approved the merger, but the European Commission threatened to stop the merger because it viewed Boeing’s exclusive contracts with other airlines to be harmful to European airline competition. Ultimately Boeing gave in to the commission’s demands and eliminated exclusive contracting. This meant that the commission’s threatened injunction raised the costs in the United States of a merger between two American companies and superceded the regulatory efforts of the FTC. But if the commission had not enforced the EU laws, the more permissive American laws would have caused harmful anticompetitive effects in Europe. Once again, whichever nation’s law ends up applying to transnational activity will inevitably have indirect effects in another state. But these
effects are perfectly legitimate by-products of the EU’s action to protect Europeans from what it deemed to be the harmful local effects of offshore activity.\textsuperscript{22}

In international law, borders are fundamental. As a general matter, nations can exercise coercive powers within their borders but not beyond.\textsuperscript{23} But a nation can always take steps within its territory to stop and redress harms that come from abroad. Indeed, as we saw in chapter 5, control of local Internet intermediaries is the main way that governments control offshore Internet harms. The principle that gives a nation the right and duty to protect citizens from locally caused harms applies with equal if not greater force when the harm comes from abroad. Not surprisingly in our modern interconnected world, nations frequently apply local law to harms from abroad. In addition to the pollution and antitrust examples, nations have long applied local law to regulate unwanted television and radio broadcasts from abroad, the harmful local effects of offshore frauds, local crimes (like drug dealing) initiated elsewhere, and the like.

A government’s responsibility for redressing local harms caused by a foreign source does not change because the harms are caused by an Internet communication. Cross-border harms that occur via the Internet are not any different than those outside the Net. Both demand a response from governmental authorities charged with protecting public values. When Nepali scam-artists defraud Indian investors in India, the Indian government must act, regardless of whether the fraud occurred in a magazine from Nepal or an e-mail from there. The United States wants to stop the local consumption of child pornography produced in Russia regardless of the medium—World Wide Web, magazine, or video—in which the porn appears. The French view the sale of Nazi paraphernalia as repugnant, whether it is sold on Yahoo’s servers or by mail-order catalogue. In short, nations have a right and a duty to protect their citizens from harm, whatever the source and whatever the medium.

These points illuminate the Gutnick decision. The Australian decision had effects in the United States, to be sure. But if Australia had not applied its laws to redress the harm to Gutnick in Australia, U.S. First Amendment law and speech-protective U.S. libel laws would have produced harmful and unwanted effects in Australia. This point is invariably missed by the critics of government control over the Net,
who believe that the U.S. First Amendment reflects universal values and is somehow written into the architecture of the Internet. But the First Amendment does not reflect universal values; to the contrary, no other nation embraces these values, and they are certainly not written into the Internet's architecture. Enforcing the outlier First Amendment in Gutnick would have meant eviscerating Australian laws that reflected Australian values and concerns. But there is no reason why Australia should yield local control over its territory in order to accommodate Internet users in the United States. Nor should it absorb the costs in Australia of U.S. Internet activity simply because the Australian law might produce costs in the United States. Australia can regulate the local harm of transnational Internet activity even if doing so harms Dow Jones in the United States.

This result is not unfair to Dow Jones. Dow Jones chose to publish in Australia, and, as the court in Gutnick noted, "there is nothing unique about multinational business" that makes it exempt from local law. Compliance with Australian libel laws—like compliance with Australian tax laws, Australian accounting laws, and Australian consumer protection laws—is a cost of doing business in Australia. As the Australian court noted, "If people wish to do business in, or indeed travel to, or live in, or utilize the infrastructure of different countries, they can hardly expect to be absolved from compliance with the laws of those countries." Dow Jones reaps financial and other benefits from its presence in Australia. Without this presence Australian enforcement threats would be empty. Dow Jones need not remain in Australia; it can close its shop there if Australian laws become too burdensome. Its decision to continue operations in Australia after settling with Gutnick reflects the company's judgment that the benefits of doing business in Australia outweigh its costs.

Nor is the Gutnick decision unfair to consumers of Dow Jones news in the United States and other countries. At first glance it seems unfair if the Australian decision causes Dow Jones to stop publishing news that might have been of interest to Dow Jones readers in the United States. But again, such a result would be a consequence of Dow Jones's business decision to continue operating in Australia—a decision that weighed the financial benefits of doing business in Australia against the costs of not doing business there, including the cost of not publishing pieces globally that might run afoul of Australian
libel law. Since *Barron’s* chose to continue to do business in Australia, its consumers in the United States and Japan cannot legitimately expect to receive news from *Barron’s* that runs afoul of Australian law. If they do not like the reduced content that results from Dow Jones’s decision to remain in Australia, they can get the information from scores of other news sources that do not do business in Australia and thus have no fear of Australian libel law.26

The ultimate problem with criticisms of Gutnick is that they reject any legal outcome other than the American approach. The critics assume that wherever the Internet goes, it brings a single global cyberlaw with it, like a tortoise carrying its shell. The irony, of course, is that the tortoise shell is not a consensus global law, but rather the parochial U.S. First Amendment. Australia is a democracy that has a different conception of free speech, and tougher libel laws, than the United States. The outcome of the Gutnick case suggests that the “Unholy Gains” article was in fact a pack of lies that harmed Gutnick’s reputation. Australians need not forego redressing this harm to one of its citizens in Australia out of deference to the U.S. Constitution.

**Multiple Laws**

“It’s a bad thing, not a horrible thing,” said instapundit Glenn Reynolds of the Gutnick decision. “What moves you to a horrible thing is that because the Australian high court has done this, it will be acceptable for countries with systems of law far less congenial to free speech to do the same thing.”27 This is the result predicted by cyberscholars David Johnson and David Post, who argued in 1997 that if a territorial government could apply its laws to a Net communication, then all “Web-based activity . . . must be subject simultaneously to the laws of all territorial sovereigns.”28

Being subject to a patchwork of conflicting laws seems like a bad, unworkable idea. The idea seems to get worse when we contemplate its effect on the decision to publish. The *Sydney Morning Herald* warned that after the Gutnick decision, “publishers will be tempted to produce material that is innocuous enough not to fall foul of the most draconian legal regimes.”29 In other words, publishers will be chilled by the prospect of having to comply with dozens of different laws and, racing
to the bottom, will conform their content to the laws of the most restrictive nation. Glenn Reynolds warned of a “lowest common denominator approach in which Internet publishers strive not to be offensive according to anyone’s standards, which is likely to mean not publishing at all, or publishing only inoffensive pap.”

A similar chorus of sky-is-falling rhetoric greets every judicial decision that applies local law to a Net transaction with an offshore source. And yet wsj.com and millions of other web content providers, both firms and individuals, continue to publish news and opinion online, and not only the “inoffensive pap” predicted by Reynolds.

To see why the specter of multiple laws is exaggerated, recall the main lesson from chapter 5: with few exceptions, governments can use their coercive powers only within their borders and can control offshore Internet communications only by controlling local intermediaries, local assets, and local persons. Australia can effectively coerce Dow Jones because Dow Jones is a multinational company with employees, facilities, contracts, and bank accounts in Australia. But the vast majority of Internet users—students, e-consumers, porn purveyors, chat room participants, web-page operators, bloggers, and over 99 percent of other Net users—have no connection to Australia or to any other country other than the one in which they live. Far from being subject to multiple laws, these persons are immune from every law but their own.

The implication of the Gutnick decision, then, is that small Internet content providers need not worry about complying with the laws of every nation, but large firms with a presence in many nations—content providers like CNN, Dow Jones, and The Economist; systems operations like Yahoo, Google, eBay, and AOL; and financial intermediaries like MasterCard, PayPal, and Citibank—must comply with local laws in the places where they do business. Australia can go after these large multinationals in Australia when the multinationals assist in violations of Australian law. But it can do nothing directly to control Internet users outside Australia who have no presence there and must instead focus on Internet intermediaries with a local presence (as we discussed in chapter 5).

This still leaves big Internet multinationals like Dow Jones to face a jumble of overlapping and contradictory laws. But there is nothing new here. McDonalds complies with different health regulations and tax laws everywhere in the world it does business. Microsoft abides by
varying consumer protection laws everywhere it sells its software. Honda builds cars to meet local emissions standards in different nations. The Red Cross must learn about and follow charitable registration requirements that differ among nations. And despite the hysteria over Gutnick, the Wall Street Journal employs lawyers to monitor and comply with the different libel laws in the various countries where it publishes. In each of these cases, multinational firms incur significant costs to keep abreast of laws in different nations and to take steps to comply with these laws. These are simply the costs of doing international business.

Why should the Internet be different? The conventional answer is that Internet multinationals are different from real-space multinationals because the Internet’s architecture precludes them from knowing where in the world their content goes, making it impossible to comply with all local laws or to keep prohibited content out of certain places. But the claim that companies like Dow Jones cannot reduce or eliminate risk on a geographical basis in particular states is false.

As noted above, Dow Jones can leave Australia altogether, eliminating its presence and assets there and with them any fear of Australian libel law. Having decided to stay, it could monitor or control the geographical flow of its news. Dow Jones knew it had approximately seventeen hundred Australian users, and it knew that Gutnick lived in Australia. It could have simply denied access to the Gutnick story to these seventeen hundred users. Or it could have employed one of the various geo-ID and blocking technologies that are increasingly accurate and inexpensive, and that e-firms around the world are beginning to use to avoid or manage legal risk in distant jurisdictions. As we learned in chapter 4, these technologies are not perfect. But no border control technology is, and it need not be to be effective. Moreover, neither Gutnick nor Yahoo nor any other decision has placed an absolute rule of exclusion on Internet companies. Rather, firms like Dow Jones are only responsible for content that they could, through best efforts, keep out of places where it is illegal. It is true that these measures are costly. But compliance with the law has never been free, and these costs are no different from other legal compliance costs in transnational commerce.

In the late 1990s, the Internet appeared to be a corporation's dream: a medium that facilitated unlimited and inexpensive access to con-
umers without any regulatory restrictions. *Yahoo* and *Gutnick* mark the beginning of the end of that dream. When corporate activity causes cross-border harm, nations can, and will, assert their regulatory authority. The threat of multiple regulatory exposure will not, as many have histrionically claimed, destroy the Internet. Firms will have to filter content geographically to comply with local law for only a small fraction of their communications. This will impose costs on multinational Internet firms, which will have to adjust to this cost of business just as real-space multinationals do. In light of the Internet's many efficiencies, this cost will be trivial in the long run.

The lesson of this chapter is that when communications on the Internet collide with sensitive local public policies like gambling, pornography, consumer protection, libel, and the like, there are strong reasons to prefer a decentralized approach. In these contexts, there is no legitimate basis for giving any single law a kind of global constitutional status. It does not follow from what we have said, however, that there is no place for global Internet rules. To the contrary, many aspects of the Internet need to be regulated on a global scale. As the next chapter shows, however, this is sometimes easier said than done, and even when global rules prevail, territorial governments, and especially powerful ones, have devised them to serve their interests.
Alexey Vladimirovich Ivanov, a twenty-something computer geek from Chelyabinsk, Russia, in the Ural Mountains, earned his living hacking the computer networks of American companies. After breaking into a firm’s servers, he would contact it on behalf of “The Expert Group of Protection Against Hackers” and demand thousands of dollars in exchange for tips on how to plug its security holes. One Connecticut company that initially refused to pay received this e-mail from Ivanov:

now imagine please Somebody hack you network (and not notify you about this), he download Atomic software with more than 300 merchants, transfer money, and after this did ‘rm -rf’ [a Unix command that deletes directories] and after this you company be ruined. I don’t want this, and because this i notify you about possible hack in you network, if you want you can hire me and im allways be check security in you network. What you think about this?

If a firm did not comply with his unsubtle threats, Ivanov would delete its computer files or post its customers’ credit card information on the Web. Not surprisingly, most firms gave in to the extortion.1

When FBI officials became aware of Ivanov’s scams, they sought help from the Russian police. But as Brendan Koerner explained, “The Russian interior ministry’s ‘Department R,’ which fights cybercrime, can barely keep up with the kontoras in St. Petersburg and Moscow, much less police a distant outpost like Chelyabinsk.”2 So the FBI took matters into its own hands. Under the guise of a fictional American
Internet security firm called "Invita," the FBI invited Ivanov to the United States to audition for a job identifying flaws in the networks of potential Invita clients. When Ivanov arrived, undercover agents asked him to prove his ability to break into computer networks. Unbeknownst to Ivanov, the FBI was using a "sniffer" keystroke recording program to learn the usernames and passwords for his computers in Russia. After the audition, the FBI arrested Ivanov and, using his usernames and passwords, downloaded incriminating information from his computer in Russia—information later used to convict him.¹³

The Ivanov sting operation worked. But it also reveals the enormous challenges that nations face in dealing with the problem of cross-border cybercrime. The hardest problem is getting custody of the criminal, for without such custody there can be no punishment and thus no deterrence of future crimes. Ivanov used to brag to the companies that he extorted, "We're in Russia, you can't touch us, the FBI can't get us in Russia."¹⁴ He was right. The United States has no extradition treaty with Russia, and Russia was in any event both unable and unwilling to help. Even with their luck in luring Ivanov to the United States, the FBI still needed to break into Russian computers to secure evidence of the crime. This "counterhack" violated Russian sovereignty and infuriated the Russian government, which later brought criminal charges against the FBI agent responsible for the sting operation.⁵ In any event, the FBI's ability to grab incriminating data on computers abroad doesn't help much if it has no defendant.

The cybercrime problem seems to require a global solution—international laws that prohibit computer invasions and disruptions, and that establish standards for international cooperation to redress the problem. The bordered Internet does not imply that such global Internet rules have no place, any more than our bordered world implies that there is no place for international law. To the contrary, many aspects of the Net will be governed on a global scale.

This chapter's examination of global rules for the Internet reveals two general themes. The first theme complements chapter 5's focus on unilateral techniques within national borders to control conduct outside of a country's borders. Here we learn how nations that want to control Internet communications that originate abroad are sometimes driven to cooperate with other nations. These efforts aren't al-
ways successful, and contrary to the claims of the internationalists in chapter 2, Internet treaties in particular have proven elusive. The second theme is that many Internet controversies are fast transforming into disputes among nations, and classic problems of international relations. Whether the issue is online gambling, Internet domain name governance, or privacy laws—all examples discussed in this chapter—governments are fighting one another to favor themselves, using the traditional tools of international politics and international law.

The Cybercrime Convention and the Limits of Cooperation

A “cybercrime” occurs when computers on the Internet illegally access or harm files and programs on other computers. Some cybercrimes, like Ivanov’s, are “access” crimes involving data theft or data tampering. Others are “disruption” crimes: viruses, worms, logic bombs, Trojan horses, denial of service attacks, and the like. A famous disruption crime was the “I love you” virus that originated on a computer in the Philippines and caused over $15 billion in losses worldwide.

Cybercrimes are big business. According to the FBI and the Computer Security Institute, cybercrimes were responsible for $142 million in losses in 2004, and these figures are probably dramatically understated, because firms underreport cybercrimes for fear of adverse publicity. Cybercrimes are also hard for governments to stop. They differ from many Internet activities studied in this book. As we saw in chapter 5, governments are most effective at controlling off-shore Internet activity when they act through local intermediaries like ISPs and financial institutions, but most cybercrimes involve no financial intermediary. Short of examining every Internet communication, which would be costly, ISPs cannot identify and block online “criminal” activity, which does not come labeled as such. Moreover, time is of the essence with cybercrime, because the crimes can be initiated in advance of detection, pseudonymity is relatively easy to achieve, and evidence of the crime can be destroyed quickly.

These difficulties are exacerbated when, as in the Russian hack and “I love you” examples, the criminals operate on a computer in another country, beyond local police’s direct control. Sometimes, the government where the criminals are operating won’t cooperate. Other
times it would like to cooperate but lacks the financial or technological resources to do so. Legal gaps create additional problems. The creator of the “I love you” virus couldn’t be prosecuted in the Philippines or extradited to the United States because creating and sending the virus globally was not a crime under Philippine law. Even if there is a legal prohibition in theory, the enforcement machinery in the source country will sometimes simply take too long, permitting evidence of the crime to be destroyed or anonymized.\textsuperscript{10}

Crossborder cybercrime, in short, is an especially challenging problem. For a country that wants to control it, a natural answer is to look for the help of other nations—international cooperation, or a treaty. This, in fact, was what the internationalists from chapter 2 foresaw as the future—that the Internet would require the gradual replacement of national laws and governments with international regimes and international organizations. In the case of cybercrime, for example, we would expect to see a global treaty that outlawed cybercrimes worldwide and established standards for international cooperation in preventing and prosecuting such crimes.

In fact, there is such a treaty—the Council of Europe’s Cybercrime Convention, which is open to signature by all nations of the world. This treaty would require nations to establish a round-the-clock “point of contact” to ensure immediate assistance for the purposes of cross-border information requests. It would provide for rapid enforcement assistance by, for example, requiring the nation where a crime originates to preserve and disclose stored computer data at the request of the nation where the crime causes damage. It would harmonize each nation’s cybercrime laws to better facilitate extradition and information-sharing. Finally, it would require each nation to enact laws that enable expedited searches, seizures, and preservation of computer data in the country.

Sounds good in theory. But the fate of the Cybercrime Convention reveals the limits of treaties, and indeed of the internationalist vision discussed in chapter 2. Even in the cybercrime context where there is general consensus about the need for cooperation, it is very hard for nations to agree. For example, because nations are sensitive about sovereignty, the convention doesn’t authorize unilateral cross-border searches of the type the FBI performed, even in cases of emergency or hot pursuit. Instead, it requires a nation pursuing a cybercriminal
to consult with local officials before seizing, storing, and freezing data on computers located in their countries. Even with the contemplated round-the-clock consultation assistance machinery, this unwieldy step will give cybercriminals precious time to cover their tracks.\textsuperscript{11}

These and scores of other disagreements, combined with civil libertarian complaints that the cybercrime treaty jeopardizes speech and privacy rights, slowed down the drafting and ratification of the treaty significantly.\textsuperscript{12} Negotiation and drafting began in earnest in 1997, and the treaty was completed and opened for signature in 2001. By the fall of 2005, however, only eleven European nations and no nation outside Europe had joined it (although the U.S. Senate had approved the treaty).\textsuperscript{13}

This lengthy process is not unusual for any treaty, and especially one that requires international cooperation in a core area of national sovereignty. But the process is too long and unwieldy to effectively regulate cybercrime, a constantly changing threat that requires immediate national responses and international cooperation. This is why nations have been relying heavily on unilateral responses, as in the Ivanov example. It is also why what international cooperation there is among nations takes place informally. For example, since 1996 the G8 countries have created a network of twenty-four-hour points of contact to address cross-border cybercrimes; negotiated numerous non-binding “best practice” guides for transnational requests for assistance and tracing Internet communications across borders; and hosted training conferences for law enforcement agencies from around the world concerning cooperation and tracing criminal and terrorist communications.\textsuperscript{14} These and many related efforts fall short of the “hard” cooperation contemplated by the cybercrime convention, but they are far more effective than nothing.

The failure of the cybercrime convention typifies the role that treaties have played in the Internet era. With the unintended exception of international trade laws (a subject we turn to later in this chapter), the predicted rise of international treaties to govern contested Internet issues simply has not happened. The paucity of Internet treaties is remarkable. After a decade of legal conflict, aside from the stalled cybercrime treaty, not a single treaty has been drafted and ratified related to issues like defamation, gambling, speech, privacy, and the like. For the Internet, unilateral action, conflict, and ad hoc accommodation are often the best the nations of the world can do.
ICANN

The Internet's future does not rest on the success or failure of the cybercrime treaty. There is, however, a "global law" without which there would be no Internet: the domain name system (DNS). As we learned in chapter 3, to be on the Net is to have a computer with an Internet Protocol address like 192.168.1.2. If you want to be found, that means having a domain name (like pseudointeractive.com or pbs.org). For the Net to work—for computers all over the world to be able to communicate with one another—the root authority must reliably correlate IP addresses with domain names and uniquely match up both with a particular computer.

Though its full potential remains untested, the root authority is very close to a truly global authority for the Internet—the ultimate intermediary on which everyone depends. That's why it has been the center of so much drama. In our last episode, chapter 3's depiction of the 1990s, we saw the United States block the efforts of the Internet Society and its allies to assert their presumed authority over the root through something called the gTLD-MoU. We also saw Jon Postel run his "test," only to find himself on the phone with Ira Magaziner.

Yet shortly after blocking the gTLD-MoU, the Clinton administration seemed paradoxically to change direction. After proving its power over the root, it appeared uninterested in actually administering Internet naming and numbering. Instead, Ira Magaziner midwived the birth of a new organization, named the "Internet Corporation for Assigned Names and Numbers," or ICANN, that would replace the United States and become the new root authority.

ICANN seemed in many ways the realization of the dreams of the engineers and others who wanted the Net to be self-governed. "The U.S. government is committed to a transition that will allow the private sector to take leadership for DNS management," said the United States in its 1998 "White Paper," which announced the ICANN plan. ICANN itself was based on a framework proposed by Jon Postel just before he died, and it reflected, according to Postel, "the consensus judgment of the global Internet community." Its first chairman was Esther Dyson, the Internet visionary who had predicted in the 1990s that the Net would overrun the nation-state. ICANN, said The Econo-
wart, is a “completely new institutional animal. It is a hybrid between an online community and a real-world governance structure” that would “regulate part of itself, across the globe, with little or no input from national governments.”

But ICANN was not what it seemed. The United States, while talking about things like “bottom up governance” and “the Internet community,” never actually ceded control over either ICANN or the root. Legally, ICANN remained under contract to the U.S. Commerce Department. And the physical root, the computer containing the root zone file, remained under the control and ownership of the United States. The United States hadn’t a clue how to run the domain name system itself, and genuinely wanted to delegate day-to-day Internet naming and numbering decisions to ICANN. And talking about “privatization” and “internationalization” temporarily distracted critics who argued that a single nation, no matter how powerful, had no right to control the root. But the United States had no real intentions to relinquish its power over such an important resource.

Milton Mueller and others have shown that ICANN’s spirit of “self-regulation” was an appealing label for a process that could be more accurately described as the U.S. government brokering a behind-the-scenes deal that best suited its policy preferences. As we saw in chapter 3, the United States wanted to ensure the stability of the Internet, to fend off the regulatory efforts of foreign governments and international organizations, and to maintain ultimate control. The easiest way to do that was to maintain formal control while turning over day-to-day control of the root to ICANN and the Internet Society,
which had close ties to the regulation-shy American technology industry.19 This part of the deal angered the European Union, which had been pressuring the United States to create an intergovernmental organization for Internet naming issues. But the United States effectively bought off the EU, at least for awhile, when it gave the primary role in resolving domain name trademark disputes to the Europe-based WIPO (World Intellectual Property Organization), an international organization largely beholden to intellectual property interests.20

ICANN has faced much criticism in its short lifetime, mainly for being unaccountable and "undemocratic." But judged by what the United States, in particular, hoped it would do, ICANN has delivered the goods. It decentralized the sale and distribution of domain names, resulting in a dramatic drop in the price of registration. It has established an effective mechanism for resolving trademark disputes that has diminished the problem of "cybersquatting" and that, more generally, has favored powerful trademark holders. And it has maintained enough stability in the naming and numbering system that people rarely worry about the Internet collapsing.

In practice, in the early 2000s, the United States remained mostly in the background, with day-to-day operations belonging to ICANN. Vint Cerf, a George Washington-like figure in Internet circles, assumed the chairmanship of ICANN, assuring the continuing influence of the original Internet Society. ICANN was subject to pressure and influence from other nation-states, powerful domestic interest groups, and a group of devoted academics.

But as time passed, the United States set aside its earlier rhetoric and made clearer claims to ultimate authority over ICANN and the root. While it once spoke of ultimately giving up all control, the Commerce Department later insisted that it had "no plans to transfer to any entity its policy authority to direct the authoritative root server."21 The U.S. General Accounting Office even questioned whether the Commerce Department has the legal authority to transfer control of the root server to ICANN, even if it wanted to.22 Back in 1998 the U.S. Department of Commerce promised to relinquish root authority by the fall of 2006, but in June 2005, the United States reversed course. "The United States Government intends to preserve the security and stability of the Internet's Domain Name and Addressing
System (DNS),” announced Michael D. Gallagher, a Department of Commerce official. “The United States” he announced, will “maintain its historic role in authorizing changes or modifications to the authoritative root zone file.”

This announcement sparked a revolt against American rule, led this time not by the Internet Society, but by the United Nations and the European Union. In the run up to the United Nations’ World Summit on the Information Society in the Fall of 2005 in Tunisia, the European Union made a dramatic proposal to shift domain name governance from ICANN and the U.S. Commerce Department to a UN-affiliated intergovernmental group. And the EU backed up its proposals with vague threats, reminiscent of the Internet engineers in the 1990s, to split the root. The United States responded angrily to these proposals. “We will not agree to the UN taking over management of the Internet,” said David Gross of the U.S. State Department. “Some countries want that. We think that's unacceptable.” On the eve of the Tunisia conference, the two sides averted a direct confrontation with an agreement that the United States and ICANN would remain in charge of Internet naming. But in what the EU billed as a major concession, the United States agreed to the establishment of a new Internet Governance Forum in which governments could debate and make recommendations about Internet policy issues but not exercise direct policy authority.

The Tunisia compromise is the latest round in the battle for control of the Internet’s naming system—a battle in a larger war for control over the Internet. It is too early to say who will win this war. The United States still controls the physical root, and under its authority the Internet has unquestionably grown and prospered. But many nations view it as deeply unfair for the United States to set basic Internet policy for the whole world. For this book, the outcome of this battle is less important than the identity of opponents. For the struggle for ultimate control over Internet naming and numbering policy is not between governments and private cybercommunities, as many once envisioned. Rather, it is indisputably between national governments—a problem of clashing government interests and ideologies not unlike age-old disputes over global resources like oceans, air, and outer space.
Web Gambling and the World Trade Organization

The twin-island nation of Antigua and Barbuda has a population of 68,000. The weather, a favorable government, and good connections to the United States have made it a favored destination for online casinos. At its height, the local Internet gambling industry had 119 online casinos that employed 5,000 people, or over 7 percent of the islands' population.

But this was before the Eliot Spitzer–led American crackdown that we described in chapter 5, which resulted in a significant drop in web gambling business in Antigua. Antigua may be small, but it is a nation-state nonetheless and since 1995 a full-fledged member of the World Trade Organization. In June 2003, it filed a complaint in the WTO against the United States, arguing that the various U.S. actions against offshore online gambling amounted to “an illegal barrier to trade in services.” Suing the United States was perhaps a brave act, but Antigua felt it had no choice. As Antigua’s WTO ambassador put it, “What we want is survival, not blood.”

With the WTO lawsuit, the question of online gambling became a problem of international relations and international trade law. Unhappy with U.S. policy, Antigua is trying to use global rules—trade rules—to serve its interests and the interests of its exporters: the casinos. Just as in the case of Internet governance, it shows how much what we once thought of as problems of Internet law will look to the future like problems of international relations and international trade.

In November, 2004, to the surprise of many observers, a panel of the WTO sided with Antigua, reasoning that the enforcement of U.S. gambling laws unfairly favored local U.S. casinos over international, online imports, all in defiance of basic global trade rules. In the panel's judgment, the United States failed to demonstrate that its gambling laws were something other than “arbitrary and unjustifiable discrimination between countries where like conditions prevail and/or a disguised restriction on trade.” Six months later, however, the appellate body of the WTO reached a different decision. It agreed with the United States that its main anti-web gambling law was valid because it was “necessary to protect public morals or to maintain public order.” The WTO did, however, rule illegal an American law allowing Ameri-
cans to place horseracing bets with U.S.-based web gambling firms but not foreign ones.

The WTO decision transformed an ordinary national Internet regulation with cross-border effects into an issue of international trade law. In one sense this seems to fulfill the internationalist prediction that the Internet would ultimately be governed by global institutions and global laws. But at another level, the WTO decision shows how mundane Internet regulation issues have become. For the Internet dispute between the United States and Antigua is no different than garden-variety trade disputes that have been regulated by international law for over one hundred years. Once again, we see that Internet conflicts of laws lead nations to use what tools they can, including tools of international trade, to get what they want. This is a very old story indeed.

Europe’s Global Privacy Law

Quick: what’s your password for the New York Times website? Few things are more annoying than trying to remember the scores of different usernames and passwords the Web has grown to demand. One for your bank, another for your e-mail, yet another for the retirement account you check once a year—it all becomes wearisome, quickly.

In 1999, Microsoft proposed a solution: the “dot-NET Passport” program, a digital ID system designed to make navigation among password-protected sites easy. The idea was to register the relevant personal identification information once with Microsoft, and then use a dot-NET Passport name and ID number to access scores of web pages and thus automatically convey the pertinent personal information to the site when necessary. The dot-NET Passport conveniently keeps all of your secret information for you, taking the pain out of logins and e-purchases.

The system raised obvious privacy issues. Would Microsoft keep the personal information secure? How would it use the information? Would it sell or swap it? What should Microsoft disclose? A decade ago, Internet experts argued that privacy questions like this would and should be decided by the Internet community, and that governments would be largely irrelevant to the process. As with many other issues,
however, the expected collapse of national sovereignty has not occurred. Instead, there’s been a shift. Many Americans will be surprised to learn that the last word on the legality of Microsoft’s dot-NET Passport is not being supplied in Washington, D.C. or Silicon Valley but in Brussels. For many purposes, the European Union is today the effective sovereign of global privacy law.

The first regulator of the dot-NET Passport system, to be sure, was the U.S. Federal Trade Commission. Following complaints from U.S. consumer and privacy groups, the FTC announced in August 2002 that Microsoft had falsely represented its security protections for dot-NET Passport, and required the company to maintain a more comprehensive information security program.\textsuperscript{30} Microsoft agreed to implement the changes, and it appeared that its legal problems with dot-NET Passport were over.

They were not. Earlier the same year, European Union investigators summoned Microsoft to Brussels. It was a familiar path for a company that had already spent years wrestling with European officials who view the company as an unlawful monopolist. This time, however, it was privacy officials from the “Article 29 Data Protection Working Party” who issued the summons. The European privacy officials wanted to know a lot more about how Microsoft was collecting user data and what it was doing with it.\textsuperscript{31}

How could the EU purport to assert legal authority over an American company? The EU has the world’s broadest and most stringent data privacy laws. A European Directive on data protection was implemented in 1998.\textsuperscript{32} It regulates any “data controller,” that is, anyone who “processes” data they collect. Among other things, this means that the law reaches regular people who happen to have information about their friends. In 2003, for example, a Swedish woman named Bodil Lindqvist was fined 450 Euros. Her offense: posting gossipy personal data about fellow members of her church congregation without obtaining consent.\textsuperscript{33}

For data controllers like Microsoft and Ms. Lindqvist, the Directive imposes three relatively stringent requirements. First, they must tell consumers why they are collecting personal data and receive “unambiguous” consent. Second, data must be used only for the purposes stated during collection and not redirected to other purposes. Finally, the data collected must have a reasonable relationship to the purposes
for which it is collected. To these basic requirements the Directive adds extra protection for "special information," namely, "data revealing racial or ethnic origin, political opinions, religious or philosophical beliefs, trade union membership, and ... data concerning health or sex life." It was this latter provision that landed Ms. Lindqvist in trouble. She had revealed to the world that another church member had injured her foot and would consequently be taking some time off. As data "concerning health," it was "sensitive" under the EU law, and so Ms. Lindqvist was fined.

What makes the European Union law particularly controversial is its aggressive geographic scope. Article 4 of the European Directive applies not only to companies established in Europe but also to any company that makes use of data processing "equipment" or "means" in Europe, and to any company that may be reached consistent with international law. This is open language that has been interpreted by European officials to reach nearly any company that collects information from European citizens. 34

It was under the authority of the 1998 Directive that the EU summoned Microsoft, and raised concerns that went beyond those of U.S. regulators—especially its concern that Microsoft was collecting more data than it needed for the purposes of its program. Microsoft had a choice: it could comply with the EU’s legal demands, or it could pull out of the European market altogether, making it impossible for the EU to enforce its laws. The second option was out of the question: the European market accounts for about a third of Microsoft’s sales. 35 It was a foregone conclusion, and by January 2003, Microsoft and the EU had an agreement. Microsoft would make what the European Commission called "radical" changes for the way dot-NET Passport manages user data, including more notice and more user control over how data is shared. 36

Much more interesting was what Microsoft did next. It decided to implement its changes to dot-NET Passport not just for its European operations but everywhere in the world. 37 Whether you’re in Miami, Auckland, Timbuktu, or somewhere in between, when you use dot-NET Passport you use a product molded by the European privacy authorities. The European Union regulated dot-NET Passport on behalf of Europeans, but the effect was to govern the whole world—at least with respect to global companies that do business in Europe.
Microsoft's decision to obey the European rule reflects a common yet important practice for large companies. We saw in the previous chapter that the Australian decision in Gatwick would not have a significant impact on Dow Jones's business because Dow Jones could either screen out its Australian customers or stop doing business in Australia. That was a feasible option for Dow Jones because content screening in that context is doable, and because it had a relatively small market in Australia. But Microsoft's situation is different. It has a huge market in Europe that it cannot easily give up, and the dot-NET Passport system depends for its efficacy on cross-border data mingling, making geographical screening unrealistic. In this situation—where a large and important market imposes a restrictive rule and where geographic discrimination is practically infeasible—the restrictive rule will in many cases be the dominant rule, worldwide.

There is nothing new or unusual here. The dominance of the EU rule is simply what Marc Rotenberg of the Electronic Privacy Information Center calls the "California effect" applied on a global scale.\(^{38}\) When California sets new emissions standards for cars, General Motors will build cars to the Californian standard for the entire United States.\(^{39}\) Its choice to do so depends, of course, on the fact that it is more expensive to create cars customized for California than just build one car for the entire country. California generally cares more about the environment than other states and for that reason gets to set standards for cars. Europe cares more about privacy than other regions and therefore sets the standard for privacy. But if Saudi Arabia or Mexico or Russia imposed privacy standards more exacting than the EU's, Microsoft wouldn't comply with the more restrictive standard globally. It would either leave those markets altogether or pay fines for privacy violations, whichever was cheaper. Unilateral global law of the sort doled out by the EU in the privacy context depends on significant market power.

So Europe's privacy laws are a fourth type of global law: Not a treaty, like the Cybercrime Convention; not enforced through the Internet's architecture, like the U.S.-dominated ICANN; and not a WTO-governed trade dispute as in the web gambling example. It is, rather, a global law that results from the unusual combination of Europe's enormous market power and its unusual concern for its citizen's privacy. For the United States, a country that did much to
shed European rule centuries ago, the prospect of living under rules set by Europeans is unusual. Many Americans may like the rule coming from Europe, where privacy protection is far more generous than that provided by American laws. Of course, this means that all American users of dot-NET Passport must accept and pay for the extra privacy protection that Microsoft must provide, regardless of whether they want it. And then there is the question of whether Americans like to be governed by laws they had no part in creating—a question usually raised in other countries about American power.
Conclusion
Globalization Meets Governmental Coercion

Most contemporary assessments of globalization share two ideas. The first is a recognition that we live in an era where technology has made it easier than ever before to move capital, goods, and services across national borders and around the world. The second is a belief that globalization diminishes the relevance of borders, territory, and location, and thereby undermines the territorial nation-state’s role as the central institution for governing human affairs.¹

The Internet has widely been viewed as the essential catalyst of contemporary globalization, and it has been central to debates about what globalization means and where it will lead. “The Internet is going to be like a huge vise that takes the globalization system . . . and keeps tightening and tightening that system around everyone, in ways that will only make the world smaller and smaller and faster and faster with each passing day.” That’s the prediction of globalization’s popularizer and prophet, Thomas Friedman, in his 1999 book The Lexus and the Olive Tree.² Friedman went farther in his 2005 sequel, The World is Flat, claiming to show how the Internet and related technologies have “made us all next door neighbors,” and are killing geography, distance, and language.³

Friedman and others are right to emphasize the Internet’s transformative potential. As the Internet becomes more pervasive and as more and more aspects of life become digitalized, it is indeed becoming much easier for human beings everywhere to access, learn from, share, and improve upon the impossibly varied and plentiful information
available on the Net. This book, in fact, was written while its peripatetic authors lived in and communicated with one another via the Net from Tokyo, Boston, Geneva, Chicago, Charlottesville, Boca Raton, and Washington, D.C., among other places—something that would have been nearly impossible a mere decade ago.

The question we have addressed in this book is not whether the technological changes of the last decade have created changes in the way human beings live or interact. The question is whether those changes have had a lasting effect on how nations, and their peoples, govern themselves. The diminishing costs of moving information on the Internet have obviously made it harder for governments to suppress communications and related activities that they dislike. The Net has allowed talented technologists, dissatisfied groups, and various types of law evaders to take advantage of the difficulty of controlling information to achieve political, social, and commercial goals.

This was also true, however, of the telegraph, the telephone, the radio, the television, and other earlier communication revolutions, all of which dramatically increased the number and speed of communications, and dramatically lowered their costs. These communication technologies produced radical changes in human organization and interaction, and required governments to develop new strategies for regulating human affairs. But they did not displace the central role of territorial government in human governance. And neither, we have argued in this book, will the Internet.

Why do theories of globalization and Internet scholarship so misunderstand and so underestimate the importance of territorial government? While the question is complex, this book has suggested a simple answer. What we have seen, time and time again, is that physical coercion by government—the hallmark of a traditional legal system—remains far more important than anyone expected. This may sound crude and ugly and even depressing. Yet at a fundamental level, it's the most important thing missing from most predictions of where globalization will lead, and the most significant gap in predictions about the future shape of the Internet.

In almost every chapter of this book, beneath the fog of modern technology, we have seen the effects of coercive governmental force on local persons, firms, and equipment. We have seen "chief Yahoo" Jerry Yang capitulate under the threats of fines and possible physical
arrest in France. We have seen the Chinese government, sometimes with the help of Yahoo, seize political dissidents and put them in prison. We have seen governments around the globe threatening ISPs and search engines and credit card companies with fines, or worse, in order to coerce them into filtering out offensive Net communications. We have seen Jon Postel and the Internet's founders give up control over their creation under implied threats of government force. Even in the extreme case of music filesharing, seemingly among the hardest forms of information to control, we've seen the many hidden but important ways that government coercion affects the economics of filesharing and tilts the playing field to favor law-abiding companies like Apple.

The significance of governmental coercion can perhaps be most clearly understood by looking at what we've learned in this book about private self-governing communities as alternatives to traditional government. A major tenet of most globalization writing is that governments are of diminishing relevance compared to other forms of human organization and nonstate actors. In this respect globalization writing echoes the work of legal theorists like Yale's Robert Ellickson, who argues that for many people, most of the time, law's commands are irrelevant. The point is that the relevant set of rules we live by usually come from community norms, morality, the market, or, on the Internet, from the design and constraints of computer code. All of this suggests that law and government may be just one source of order among many, and perhaps not even the most important.

There's no reason to doubt that most people's lives are dominated not by law but by social norms, morality, and the market, or that the Internet is deeply influenced by its code. But the critical question is whether such sources of rules and governance can function apart from an underlying system of territorial government and physical coercion. Our book has suggested that they cannot.

The Internet was supposed to be the test case for self-governing systems that could flourish without respect to geography and territorially based coercion. It was supposed to allow like-minded people to join communities and govern themselves without respect to geography, without regard to the top-down coercive structures of territorial governmental systems, and without the usual pathologies and corruptions that characterize territorial rule. This was Barlow’s vision, and it
is a vision that retains a powerful hold on globalization and Internet theorists today. Friedman, for example, describes eBay as a “self-governing nation-state” constituted by its feedback system and its vigorous community norms. Meg Whitman, eBay’s CEO, echoes Friedman’s wonder, puffing that “People will say that ‘eBay restored my faith in humanity’—contrary to the world where people are cheating and don’t give people the benefit of the doubt.”

Our peek below the surface of eBay’s self-governing facade revealed a far different story—a story of heavy reliance on the iron fist of coercive governmental power. Perpetually threatened by cheats and fraudsters, eBay established an elaborate hand-in-glove relationship with the police and other governmental officials who can arrest, prosecute, incapacitate, and effectively deter these threats to its business model. And of course the criminal justice system is but one of the government-provided public goods on which eBay relies. Others include a reliable banking and credit environment and remedies for contract breaches. These and scores of other public goods depend on coercive governmental power—power to tax citizens to raise revenues to provide the public goods that individuals would not provide on their own, and power to deliver the public goods effectively. Without this powerful hidden-hand help of governments in the places where it does business, eBay’s thriving “self-governing” community could not survive.

eBay is not the only example. Behind other successful online communities and firms, we find the quiet guarantees provided by territorial government. This was also true, for example, of ICANN, where over time a form of technocratic self-governance has emerged under the ultimate guarantees provided by the U.S. government. We have also seen how companies like Kazaa that are built to be independent of government ultimately collapse without the power to prevent abuse of its own system. In short, while we accept the importance and relevance of many forms of social influence, this book suggests an underappreciated hierarchy that makes law, and physical coercion, fundamental.

Along with faith that governments are disappearing or becoming irrelevant, another central belief in globalization theory is the inevitable homogenization of everything. Antiglobalization activist Jerry Mander, for example, warns that economic globalization will lead to
“monoculture,” where “every place on earth should be more or less like every other place.” Friedman’s flat world metaphor is built on the notion that globalization is smoothing out the rough edges and frictions of different nations. As we saw earlier in the book, George Gilder had a similar idea in the 1990s, when he argued that the new communications technologies would make location irrelevant, and in the process kill the very idea of the city as a distinct place and culture.

But there’s something critical missing from this story, which depicts countries and regions as essentially powerless in the face of globalization and the Internet. What’s missing is the power of places—nations and regions—to protect the way they are, or want to be. We’ve been reminded in this book that human beings tend to cluster geographically, based on shared cultures, languages, tastes, wealth, and values. We’ve also seen that these different peoples in different places will often demand different types of Internet experiences and that the market will often comply. Often, however, these differences are also enforced through government coercion, as when France made Yahoo keep out Nazi goods, or when Australia made Dow Jones pay for libelizing one of its citizens, or when the United States blocked Internet gambling from Antigua. This is the other side of globalization: the determined preservation of difference, the deliberate resistance to homogenizing influence. As the Internet becomes more and more bordered, as it twists and bends to meet local demands, the effects of these efforts cannot be ignored.

When globalization enthusiasts miss these points, it is usually because they are in the grips of a strange technological determinism that views the Internet as an unstoppable juggernaut that will overrun the old and outdated determinants of human organization. This leads them to say things like, “When you give people a new way to connect with other people, they will punch through any technical barrier, they will learn new languages—people are wired to want to connect to other people and they find it objectionable not to be able to do so.” That’s Marc Andreesen, Netscape’s founder. But as we have seen time and again in this book, it just isn’t so. People will not always, or even usually, transcend technical barriers in order to connect to other people. Just as often, if not more so, they will conform to the technical barriers, and the technical barriers themselves will reflect local government preference.
That government-wielded force can change the very nature of the Internet itself is nowhere clearer than in China, where the brawny and self-confident People’s Republic is building a nationalist Internet within its borders. As China does this, it is creating a network that is moving away from the Internet in the West, not only in its language but also in its values and deep architecture. When Friedman and so many others argue that the Internet and related technologies will inevitably open closed societies, they assume that the Internet is an exogenous and unchangeably open force. But as we have seen in this book, the openness of the network is contingent, and one of the most important things it is contingent on is governmental coercion that demands a unique architecture.

The point is even broader. It’s not just that nations have the power to shape the Internet’s architecture in different ways. It is that the United States, China, and Europe are using their coercive powers to establish different visions of what the Internet might be. In so doing, they will attract other nations to choose among models of control ranging from the United States’s relatively free and open model to China’s model of political control. The result is the beginning of a technological version of the cold war, with each side pushing its own vision of the Internet’s future.

The failure to understand the many faces and facets of territorial governmental coercion is fatal to globalization theory as understood today, and central to understanding the future of the Internet. We have not argued that geographically focused governmental coercion is the only thing that matters. But we have tried to highlight the abiding significance of geography, of individuals whose attitudes and preferences differ sharply by geography, and most importantly of the national governments that use coercion to enforce national laws within their territories. In the coming decades, these factors, and the consequent struggles between nations and their national network ideologies, will do much to determine how life on the bordered Internet is lived.
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### Frequently Used Abbreviations

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AARP</td>
<td>American Association of Retired Persons</td>
</tr>
<tr>
<td>ACLU</td>
<td>American Civil Liberties Union</td>
</tr>
<tr>
<td>AOL</td>
<td>America Online (large ISP)</td>
</tr>
<tr>
<td>Beida</td>
<td>Beijing University</td>
</tr>
<tr>
<td>BMI</td>
<td>Broadcast Music, Inc. (one of two major music licensing organizations)</td>
</tr>
<tr>
<td>CDA</td>
<td>Communications Decency Act (1996 U.S. law that banned certain indecent communications)</td>
</tr>
<tr>
<td>CECC</td>
<td>Congressional-Executive Commission on China (U.S. Commission designed to monitor human rights and rule of law development record of China; established after the United States agreed to grant China permanent normal trade relations)</td>
</tr>
<tr>
<td>CN2</td>
<td>Next Carrying Network (large Chinese network project from the 2000s)</td>
</tr>
<tr>
<td>CORE</td>
<td>International Council of Registrars (proposed entity that would have administered domain names, independent of any U.S. government control; now an ICANN-accredited domain name registrar)</td>
</tr>
<tr>
<td>DARPA</td>
<td>Defense Advanced Research Projects Agency (U.S. Defense department research agency that funded much of the early Internet research)</td>
</tr>
<tr>
<td>DMCA</td>
<td>Digital Millennium Copyright Act (act creating new restrictions on the circumvention of copy-protection measures, and a new system of liabilities and immunities for ISPs)</td>
</tr>
<tr>
<td>DSL</td>
<td>Digital Subscriber Line (broadband technology that transmits signals over telephone lines)</td>
</tr>
<tr>
<td>EFF</td>
<td>Electronic Frontier Foundation (non-profit founded in 1990 to defend civil liberties online)</td>
</tr>
</tbody>
</table>
ESPN  Entertainment and Sports Programming Network
EU   European Union
FTC  Federal Trade Commission
gTLD-MoU Generic Top-Level Domain Memorandum of Understanding (a proposal signed in 1997 that would have eliminated U.S. government control of Internet naming and numbering)
HTTP HyperText Transfer Protocol (protocol designed for transmitting information found on web pages)
IAHC Internet Ad Hoc Committee (committee of prominent Internet experts formed in the 1990s to examine the governance of Internet naming and numbering)
IANA Internet Assigned Numbers Authority (early authority over Internet numbering; also used as a synonym for Jon Postel)
ICANN Internet Corporation for Assigned Names and Numbers (non-profit corporation, operating under contract to the U.S. Department of Commerce, that administers Internet naming and numbering)
IETF Internet Engineering Task Force (standards organization that has developed most of the Internet's dominant standards)
IP   Internet Protocol (data-oriented protocol that specifies how data may be exchanged by any two points on a network. Today, most often joined by the TCP protocol, it is by far the dominant protocol in data networking)
ISI  Information Science Institute (research institute at the University of Southern California, formerly headed by Jon Postel)
ISP  Internet Service Provider (firm in the business of providing Internet services to home or business customers, or sometimes other ISPs)
ISOC Internet Society (non-profit umbrella organization, formed in the 1990s, to oversee and coordinate various Internet standardization and administration projects)
LambdaMOO Lambda Multi-user dungeon, Object-Oriented (famous example of a virtual world; LambdaMOO was run out of Xerox's Palo Alto Research Center)
MIT  Massachusetts Institute of Technology
MSN  Microsoft Network (Microsoft's ISP)
MUD  Multiple User Dungeon (text-based virtual world; named dungeon because early versions were usually dungeon-based games)
NSI  Network Solutions Inc. (corporation that was the Internet's first registrar of domain names; NSI once had a monopoly over, for example, registration of .com addresses)
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>P2P</td>
<td>Peer-to-Peer (decentralized network design, useful for exchanging information among large numbers of network users)</td>
</tr>
<tr>
<td>RIAA</td>
<td>Recording Industry of America (industry organization that lobbies for copyright protection and sues alleged copyright infringement)</td>
</tr>
<tr>
<td>RSS</td>
<td>Really Simple Syndication (protocol for distributing web content, mainly from blogs)</td>
</tr>
<tr>
<td>SRI</td>
<td>Stanford Research Institute (independent, non-profit technological research organization; not part of Stanford University, but located nearby)</td>
</tr>
<tr>
<td>TCP/IP</td>
<td>Transmission Control Protocol / Internet Protocol (these two protocols, used together, are the most broadly used information transmission protocols on the Internet)</td>
</tr>
<tr>
<td>UN</td>
<td>United Nations</td>
</tr>
<tr>
<td>URL</td>
<td>Uniform Resource Locator (synonym for web address; invented for use on the World Wide Web)</td>
</tr>
<tr>
<td>USPS</td>
<td>United States Postal Service</td>
</tr>
<tr>
<td>WAPI</td>
<td>WLAN Authentication and Privacy Infrastructure (Chinese standard for secure wireless data communication)</td>
</tr>
<tr>
<td>Wi-Fi</td>
<td>Wireless Fidelity (a low-cost wireless networking technology, usually found on personal computers)</td>
</tr>
<tr>
<td>WIPO</td>
<td>World Intellectual Property Organization</td>
</tr>
</tbody>
</table>
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