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Abstract—In this paper, we discuss the question how physical statements can be proven remotely over digital communication channels without using classical secret keys, and without assuming tamper-resistant and trusted measurement hardware in the location of the prover. Examples for the considered physical statements are: (i) “the temperature of a certain object is $X$°C”, (ii) “two certain objects are positioned at distance $X$”, or (iii) “a certain object has been irreversibly altered or destroyed”. In lack of an established name, we would like to call the corresponding security protocols "virtual proofs of reality" (VPs).

While a host of variants seems conceivable, this paper focuses on VPs in which the verifier has handed over one or more specific physical objects $O$, to the prover at some point prior to the VP. These “witness objects” assist the prover during the proof, but shall not contain classical digital keys nor be assumed tamper-resistant in the classical sense. The prover is allowed to open, inspect and alter these objects in our adversarial model, only being limited by current technology, while he shall still be unable to prove false claims to the verifier.

In order to illustrate our concept, we give example protocols built on temperature sensitive integrated circuits, disordered optical scattering media, and quantum systems. These protocols prove the temperature, destruction/modification, or relative position of witness objects in the prover’s location. Full experimental realizations of these schemes are beyond the scope of this paper. But the protocols utilize established technologies from the areas of physical unclonable functions and quantum cryptography, and hence appear plausible also without such proof. Finally, we also discuss potential advancements of our method in theory, for example “public virtual proofs” that function without exchanging witness objects $O$, between the verifier and the prover.

Our work touches upon and partly extends several established cryptographic and security concepts, including physical unclonable functions, quantum cryptography, and interactive proof systems.
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I. INTRODUCTION AND OVERVIEW

The archetypical cryptographic setting consists of two or more remote parties who are connected via a digital channel. By using the latter, they want to accomplish a certain cryptographic or security task. Popular examples include the secure exchange of a secret key; confidential or authenticated communication; secure mutual identification; interactive proofs [22]; or zero-knowledge protocols [21]. All these tasks predominantly have a logical or mathematical nature, and can be expressed in a purely mathematical framework: The involved parties are usually modeled as Turing machines; the goals they want to accomplish are formulated as mathematical statements; and their security often relies on the conjectured hardness of mathematical problems.

A second aspect said tasks have in common is that their practical realization usually involves secret keys or other secret information. However, the secure storage of such keys in hardware has turned out non-trivial in practice: Malware, invasive techniques or sidechannel attacks can extract secrets and lead to security breaks [1]. As Ron Rivest put it in a keynote speech at Crypto 2011, “calling a key ‘secret’ does not make it so, but rather identifies it as an interesting target for the adversary” [42]. This suggests that standard secret keys should be avoided whenever possible.

In this paper, we thus investigate a twofold extension of the above classical security setting. We consider the following questions:

(i) How can one party (the “prover”) prove physical statements over digital communication lines to another party (the “verifier”)? Which set-up assumptions are required for such proofs?

(ii) How can such proofs be led without using classical secret keys and tamper-resistant security hardware at the location of the prover?

To develop a feeling for the problem, consider the classical solution to question (i). It would consist of placing a piece of tamper-resistant hardware in the prover’s location. The hardware would be set-up by the verifier in a phase prior to the proof, containing a secret key of his. It could verify a physical statement claimed by the prover simply by making autonomous and independent measurements. Subsequently, it would send some measurement values in a cryptographically authenticated form to the verifier, allowing him to check the claim of the prover. Well-known examples for this technique include classical security sensors and cameras. Quite obviously this approach does not address or resolve question (ii), however, as it presupposes secret keys. If such keys shall be avoided, new mechanisms are required.

Along these lines, we present four methods in this paper that can interactively prove certain physical statements over digital channels, and which do so without using classical secret keys or tamper-resistant hardware at the location of the prover. All presented approaches assume that in some secure set-up phase prior to the actual proof, the verifier has
fabricated a number of physical objects $Q_i$ and transferred them to the location of the prover. These so-called “witness objects” later assist the prover in the virtual proof (VP), and can be re-used in several executions of the VP. They do not contain any classical secret keys and are not assumed as tamper-resistant, i.e., a malicious prover can try to open and inspect them, only being limited by current technology in his efforts. The general employment of witness objects is not as restrictive as it may seem at first glance. In practice, both the prover and the verifier depend on electronic devices to carry out their communication, which makes some sort of “additional” object or device on both sides inevitable. The secure set-up phase, on the other hand, can be laborious in certain practical appliances, while it may simple in others.

Our first method utilizes a special type of integrated circuit as witness object. Its unclonable manufacturing variations and temperature-sensitive input-output behavior are exploited to prove its temperature to the verifier. Our second method proves the relative distance of two witness objects. It employs optical techniques, using witness objects that are reminiscent of Pappu’s optical PUF [40], [39]. The third method employs a sequence of random quantum systems, and proves that these systems have been measured or irreversibly modified, respectively. Our technique exploits that quantum systems with an unknown state can neither be cloned nor measured without altering them. Our fourth and final method uses a complex, disordered optical system as witness object which is reminiscent of Pappu et al’s optical PUF [39], [40], and proves that this object has been irreversibly modified. Its security is built on the unclonability of the witness object and on the complexity and non-simulatability of its internal optical scattering process.

In the last part of the paper, we discuss possible extensions of the above type of VP. We investigate whether it could be possible to avoid the private set-up phase, in which the witness objects are prepared by the verifier and transferred to the prover. In particular, we ask whether the prover himself could prepare the witness objects, calling the resulting schemes “public virtual proofs” (public VPs). If realized, public VPs would have groundbreaking advantages over standard virtual proofs, comparable to the upsides of public key cryptography over symmetric cryptography. Remarkably, they have no counterpart based on standard security techniques, for example via classical secret keys: If these keys are chosen by the prover himself, he could set up any manipulated hardware to his like, and prove false claims to the verifier. Who would trust the values that are reported by a temperature sensor that has been set-up by the adversary himself? Based on an approach that is related to the recent concept of SIMPL systems [44], [50], [13], [46], [48] or public PUFs [2], [37], [41], however, such public VPs seem possible at least in principle. In the final part of the paper, we lead an abstract discussion that sketches our ideas in this direction.

**Related Work:** Our work relates to several known notions in cryptography and security. First and foremost, it can be seen as an extension of interactive proofs (IPs) [22] into the physical domain. While IPs let the prover show a mathematical statement, our virtual proofs show statements about the physical world.

In contrast to classical secure sensors or sensor networks, which could also be seen as reporting or “proving” their measured values “interactively” to some central authority, VPs furthermore avoid any classical secret keys in the sensor hardware. They do not assume trust in the sensor hardware, nor suppose that some piece of hardware is untampered!

Another obvious tie exists to physical uncloneable functions (PUFs). Similar to PUFs, VPs exploit the physical unclonability of certain disordered systems for security purposes. Furthermore, some of them employ structures that are very similar to PUFs, or which even have already been used as PUFs in a different context. This includes our VP of temperature, which could be based on temperature-dependent systems like the Bistable Ring PUF of Chen et al. [11], and also our VPs of destruction and distance, which are based on optical systems similar to Pappu et al.’s optical PUFs [40], [39]. Our VPs partly exploit new features of these PUFs, however; for example, the VP of temperature uses the temperature-sensitive behavior of the Bistable Ring PUF, which had not been utilized in earlier security appliances, but rather had been regarded as a practical disadvantage of this PUF architecture. In a similar fashion, our public VPs of Section VI are strongly connected to SIMPL systems [44], [50], [13], [46], [48] and public PUFs [2], [37], [41]. Our work also relates to the Sensor PUFs of Rosenfeld et al. [43]; please note, however, that the latter work merely considers PUF-based cameras, while we take a broader and more foundational approach, considering different VPs. Sensor PUFs and the first appearances of our approach in patent writings in 2009/2010 [61] seem to have been conducted independently of each other.

Finally, our work is linked to the field of quantum cryptography in two ways. Firstly and foremostly, we exploit quantum systems and quantum unclonability in one of our VPs of destruction. Secondly, position-based quantum cryptography [5] has obvious ties to our VPs of relative location. Comparing the two concepts, one advantage of VPs is that several negative findings and impossibility results have been discussed recently on position-based quantum crypto [5], while we present some positive results on VPs of relative distance in this paper. Another upside of VPs is that they require only classical communication channels, no costly quantum communication infrastructure. On the downside, VPs of relative distance are currently limited to small distances and to proving the distance of special witness objects, while quantum proofs of location would potentially be applicable in a broader context.
Earlier Version of this Work: The material in this manuscript has been presented in various forms at earlier occasions, which we would like to mention for completeness: First of all, the basic idea of a VP, as well as concrete VPs of temperature and destruction, have been discussed already in a patent writing from 2009/2010 [61]. The author has also discussed the idea in public, invited talks at SOFSEM 2011 [62] and at the RISC seminar at CWI in Amsterdam in 2012 [63].

Organization of this Paper: Our paper is organized as follows. Section II stipulates the general setting and terminology of VPs. VPs of sensor data, location, and destruction, are treated in Sections III to V, respectively, together with plausibilizations of the experimental viability of our concepts. Public VPs are discussed in theory in Section VI. We conclude the paper in Section VII.

II. General Setting and Terminology

Before moving on, let us detail the exact setting of virtual proofs (VPs) and their terminology. We assume in a VP that two parties are sitting in two different physical systems \( S_1 \) and \( S_2 \), and can communicate with each other over a digital channel. Third parties can eavesdrop this channel, but cannot insert or modify messages in any way. Apart from the digital content of the messages, also the timing by which they arrive at the two parties may be exploited in the proof.

The party sitting in \( S_1 \), the “prover”, wants to prove a physical statement to the other party, the “verifier”, over the channel. The statement describes some physical feature or phenomenon in the prover’s system \( S_1 \). The proof shall achieve completeness in the sense that the prover can indeed convince the verifier with high probability if the claimed statement is true. It shall also achieve correctness in the sense that the verifier will notice with high probability if the prover tries to convince him of a false statement.

Even though we make no such general assumption, we may optionally assume in some of our arguments that \( S_1 \) is a “closed” physical system, i.e., that \( S_1 \) has no physical exchange of any sort with the outside, apart from the (abstract and idealized) digital channel. This reflects practical situations where the prover sits in a closed and controlled environment, for example where the role of the prover is played by a bank card inside an automated teller machine (ATM). Such closedness assumptions can also be helpful in deriving certain impossibility arguments on VPs (compare the “Future Work” paragraph of Section VII). Similar closedness assumptions can in principle also be made on the verifier’s system \( S_2 \) whenever appropriate.

Two different types of virtual proofs must be distinguished. In a VP with a private set-up phase (also called “private VP”), we allow the verifier to prepare \( k \) physical objects \( O_1, \ldots, O_k \) prior to the start of the actual proof. In this phase, he can measure some characteristics of these objects and store them privately, without the prover knowing what was stored. After the set-up phase, the objects \( O_i \) are transferred to the prover’s system \( S_1 \), and are being used in the VP later on. In a so-called “public virtual proof (public VP)”, the prover may still use a number of objects \( O_i \) in the proof, but no secure set-up phase or transfer of objects prior to the proof is assumed. The prover is indeed allowed to fabricate all objects \( O_i \) by himself. Both in a private and a public VP, the objects \( O_i \) are termed “witness objects (WOs)”. As mentioned earlier, these WOs shall not contain any classical secret keys nor be assumed actively tamper-resistant. The prover is allowed to open and inspect them, only being limited in his efforts by current technology.

The situation is summarized in Figure 1.

A. Interpreting Certain PUF-Protocols as Virtual Proofs

Given the setting described above, some well-known protocols that are based on PUFs and related structures can be interpreted as special cases of VPs. For example, the classic PUF-based identification protocol by Pappu et al. [39], [40] could be seen as a private virtual proof of possession: Any prover who is sitting in a closed system \( S_1 \) can show to a verifier, who fabricated a PUF and holds a private CRP-database of it, that he is now in possession of this PUF, i.e., that the PUF is located within \( S_1 \). Without the assumption that the prover’s system \( S_1 \) is closed, the above identification protocol can still be seen as a private virtual proof of access to the PUF.

A closely related example is an identification protocol based on “SIMPL systems” suggested by Rührmair [44], [46]. This protocol can be seen as a public virtual proof of possession: A prover sitting in a closed physical system \( S_1 \), who fabricated a SIMPL system by himself, shows to a verifier over a digital communication channel that he indeed holds this SIMPL system. The proof exploits the timing by which the messages arrive over the digital channel. In this case, no data on the SIMPL system needs to be stored privately at the verifier. Rather, a full description of the SIMPL system can be made public without compromising the protocol’s security. The prover could also fabricate the SIMPL system himself, again without compromising security. Similar schemes have been suggested in the context of the public PUFs of Beckmann and Potkonjak [2], [37], [41], or of the time-bounded authentication methods of Majzoobi, Elnably and Koushanfar [34], [35].

As a final example, consider the well-known use of PUFs for tamper detection. Pappu et al. [39], [40], Gassend [18], and Tuyls et al. [69] suggest that tamper-sensitive PUFs can encapsulate valuable hardware systems. Previously collected PUF-CRPs can then be used to check that the physical integrity of the encapsulating PUF has not been violated or damaged — for example, that no one has drilled into it or to remove it. This could be interpreted as a virtual proof of the physical integrity of the surrounding PUF-layer within our new framework. Again, we remark that public variants
of this approach could be built on SIMPL systems or public PUFs.

The fact that several known PUF-protocols can be regarded as special cases of VPs indicates the generality of our new concept. In the remainder of this paper, we will now deal with novel, previously unconsidered VPs.

III. VIRTUAL PROOFS OF SENSOR DATA

One of our novel VPs are so-called VPs of sensor data, in which the prover wants to show that some claimed sensor data measured in his system $S_1$ is correct. Potential examples include sensors for relatively simple variables like temperature, pressure, humidity, current, etc., as well as more complex sensors such as cameras or microphones.

We deal with one exemplary case, namely VPs of temperature, throughout this section. Their general idea is described in Section III-A, and possible extensions to other physical variables are discussed in theory in Section III-B. We focus on private VPs of sensor data throughout the entire section, i.e., we assume that the verifier has fabricated the sensor (but the sensor is not allowed to contain any secret keys).

A. Virtual Proofs of Temperature

Strong PUFs are a PUF variant which, by definition, possesses a particularly complex input-output behavior and a very large number of possible challenges [57], [49]. One known aim of electrical Strong PUF design is to combine said complexity with a stable input/output behavior, in particular with stability against temperature variations. \(^1\) We show in this section that such temperature dependence is not necessarily a curse only. It can also be a blessing, since it facilitates VPs of temperature. The following protocol describes our approach.

**Protocol 1: ELECTRICAL VP OF TEMPERATURE**

\(^1\)We stress that in practice, this goal has already been solved efficiently, for example by the differential design of Arbiter PUFs [19], [67], which exploit relative (not absolute) signal delays.

Assumptions:

- We assume that the prover wants to show the temperature of one specific witness object, in this case one particular electrical Strong PUF, within a temperature range $R_T$. This temperature range is discretized at a certain resolution, resulting in $k$ discrete temperature levels $t_1, \ldots, t_k \in R_T$.
- The electrical Strong PUF is assumed to be temperature dependent in its behavior. I.e., its responses $R^i_j$ are a function not only of the applied challenges $C_j$, but also of the current (discretized) temperature $t_i$ of the PUF: $R^i_j = F_{PUF}(C_j, t_i)$.
- The behavior of the electrical PUF varies unpredictably for the above discrete temperature levels $t_1, \ldots, t_k$. Knowing many outputs $R^i_j = F_{PUF}(C_j, t_i)$ for various challenges $C_j$ and temperatures $t_i$ does not allow to predict unmeasured PUF-responses $R^i_r$ for new temperatures $t_r \neq t_i$ or new challenges $C_s \neq C_j$.

Set-Up Phase:

- The verifier prepares an electrical, temperature-dependent Strong PUF with the above properties.
- He determines a private CRP-list $L$ for this PUFs as follows:
  - For all considered temperature levels $t_1, \ldots, t_k$, he iterates the following procedure:
    - He sets the PUF at temperature $t_i$.
    - For $j = 1, \ldots, m$, he randomly chooses challenges $C_j$ and applies it to the PUF (at temperature $t_i$). He measures the resulting response $R^i_j$.
  - The list $L$ is then defined as $L = \{(C_j, R^i_j, t_i)\}$ for $i = 1, \ldots, k$ and $j = 1, \ldots, m$.
- The verifier privately stores $L$ and transfers the PUF to the prover.

Virtual Proof:
1) The prover claims to the verifier that the PUF is at a temperature $T \in \{t_1, \ldots, t_k\}$.

2) For $v = 1, \ldots, n$, the verifier randomly selects a tuple $(C_v, R_v, T)$ from the list $\mathcal{L}$, and sends the value $C_v$ to the prover.

3) For $v = 1, \ldots, n$, the prover applies the challenge $C_v$ to the PUF, measures the response $R_v^w$, and sends this response to the verifier.

4) For $v = 1, \ldots, n$, the verifier compares the received value $R_v^w$ to the values $R_v$ in his list $\mathcal{L}$. If all values match $^2$, he accepts the virtual proof. Otherwise, he rejects.

5) For $v = 1, \ldots, n$, the verifier erases the tuple $(C_v, R_v, T)$ from the list $\mathcal{L}$.

Discussion: The parameter $n$ determines the security of the scheme. Assuming that the VP shall be executed $w$ times, the value $m$ should be set to $m = w n$, resulting in a list $\mathcal{L}$ of size $\Theta(w n k)$. Even though $\mathcal{L}$ may be relatively large in practice, it is still linear in the involved parameters.

The above technique allows proving the temperature in discrete levels of a certain stepwidth. Too small temperature changes will not affect the challenge-response behavior of the PUF in a detectable and stable manner. This puts an obvious lower bound on the resolution by which the temperature can be proven. A VP of a truly continuous variable in the limit would require an infinitely small stepwidth, leading to a list $\mathcal{L}$ of infinite size. In general, smaller stepwidths have to be paid for by larger lists $\mathcal{L}$ and by a more careful design of the underlying Strong PUF.

It is also interesting to ask what the above scheme exactly proves. Actually, the verifier can conclude that within the period between the times at which the last value $C_v$ has been sent away by him in Step 2 and the last value $R_v^w$ has been received by him in Step 3 of the protocol, the witness object (with very high probability) was at temperature $T$ at $k$ points in time. In addition, the sensor/witness object by which this measurement was made is uniquely identified in the protocol. The verifier can conclude that the responses $R_v^w$ have been obtained from this very sensor within the above time period. Finally, if the system $S_1$ is assumed to be closed, then also the location of the sensor is proven to lie within $S_1$.

B. Extensions

The above approach generalizes easily to other simple, one-dimensional physical variables $\Phi$, provided that Strong PUFs can be designed whose output $R_i = F_{\text{PUF}}(C_i, \Phi)$ depends on $\Phi$ in a suitable manner. In these cases, Protocol 1 applies with only minor modifications. Along these lines, VPs of the current or voltage at an electrical component seem possible, or VPs of altitude, humidity, pressure, etc., provided that suitable witness objects can found. The design of such WOs appears as an interesting future research task.

A second relevant topic are VPs for more complex sensors, such as cameras or microphones. This task appears problematic at first sight: Consider a camera with $p$ pixels, each of which can be at $s$ states. Such a camera has $p^s$ possible images as inputs. If we apply our above strategy of generating a CRP-list $\mathcal{L}$ (see Protocol III-A) in this context, we end up with a list of exponential length. The list would have length $\Theta(w n p^s)$, with $n$ being the security parameter and $w$ denoting the number of times the VP shall be repeated.

One potential solution are public virtual proofs, which are discussed in detail in Section VI, in which lists like $\mathcal{L}$ are unnecessary. A perhaps simpler option is to lead VPs for every single pixel of the camera. The witness list $\mathcal{L}$ then would have to include CRPs for the behavior of every single pixel under different local inputs of the pixel. In this case, the above “witness list” $\mathcal{L}$ becomes quite large, but still linear in the number of pixels $p$ and their states $s$; it is of order $\Theta(w n p s)$. The same approach could in principle also be applied to microphones: Individual VPs could be led for each of many discretized frequencies $f_1, \ldots, f_k$ of a complex sound signal, similar to the discretized approach of Protocol 1. Working out the details of such VPs constitutes a worthwhile topic for future research activities.

C. Possible Implementation

In the literature on PUFs, the temperature dependence of these structures is usually regarded as a problem. In our context, it can be turned into an advantage, and be used for something meaningful. From the many currently existing Strong PUF implementations (the above scheme needs a Strong PUF, since the used PUF must have many possible challenges), one good candidate seems the Bistable Ring PUF [11], [12]. It is known that a significant fraction of its CRPs (between 5.81% and 9.9% [11], [12], i.e., still an exponentially large absolute number of CRPs) are dependent on the external temperature, but are relatively stable upon multiple measurements at one fixed temperature level [11], [12]. Usually, these CRPs are discarded in standard PUF protocols, but in our VPs of temperature, it is exactly this fraction of CRPs that we would focus on. Said CRPs also vary steadily over a large temperature span (see Fig. 5 of [11] and Fig. 6 of [12]), and are furthermore among the unique CRPs for a given PUF instance and temperature [11], [12]. This indicates that current implementations of the BR PUF as in [11], [12] could directly be used in VPs of temperature over a wide temperature range, even though we did not implement this yet in this paper.

A second conceivable example are $k$-XOR Arbiter PUFs [67], [58] that operate exactly at the stability levels of these architectures, for example for $k = 8, 12, 16$. Multiple measurement of the same CRP and subsequent majority

$^2$Alternatively, the verifier may accept if more values match than given by a previously specified error bound.
voting at one and the same temperature level could stabilize the outputs with respect to voltage variations; this strategy has been applied successfully in recent, ultra-high exactness modeling attacks on silicon PUFs [60]. At the same time, the structure would be highly temperature dependent for such large values of \(k\) (compare again [60]). This promises usability in our VPs of temperature.

A full proof of concept is beyond the scope of this paper, and is left to future work.

IV. VIRTUAL PROOFS OF LOCATION

The prover’s goal in a so-called VP of location is to show statements about the position of one or more physical objects in his system \(S_1\) to the verifier. Several variants are conceivable: In the most general case, the prover may try to show the absolute coordinates (within \(S_1\)) of some arbitrary objects to the prover. More special scenarios are that the prover tries to show the absolute coordinates of some special witness objects; the relative location (or distance) between arbitrary objects, or between special witness objects and arbitrary objects; or, finally, the relative location (or distance) of two special witness objects. The latter is obviously the simplest scenario. Below, we present a technique which resolves it, at least for relatively small distances between the two witness objects. It is based on scattering phenomena in disordered optical systems, similar to Pappu’s optical PUF [39], [40].

A. Virtual Proofs of Distance

It is well-known that the scattering process in Pappu et al.’s optical PUF [39], [40] and the resulting interference pattern are highly dependent on the exact relative position of the PUF, the laser source, and the recording CCD camera. While this is a curse for the inexpensive practical implementation of this PUF type, it is a blessing in our context: it can be used to prove the relative distance of two optical PUFs, which act as witness objects, to the verifier.

The following protocol gives the details. Our proof makes the assumption that the prover wants to show small distances \(D\) to the verifier, and that the interval of possible distance has been suitably discretized.

**Protocol 2: Optical VP of Distance**

**Assumptions:**

- We assume that the verifier wants to show the distance of two specific witness objects, in this case two optical PUFs à la Pappu et al. [40], [39], within a distance range \(D\). We further assume that this distance range is partitioned equally at a certain stepwidth, with \(k\) resulting discretized distances \(d_1, \ldots, d_k \in D\).

**Set-Up Phase:**

- The verifier prepares a first and a second optical PUF à la Pappu et al. [40], [39].
- He determines a private CRP-list \(L\) for these two PUFs as follows:
  - For all considered distances \(d_1, \ldots, d_k\), he iterates the following procedure:
    - He places the first and the second PUF at distance \(d_i\) to each other, as in the set-up depicted in Figure 2. \(^3\)
    - For \(j = 1, \ldots, m\), he randomly chooses challenges \(C_{ij} = (p_{ij}, \Theta_{ij})\), where \(p_{ij}\) is a coordinate on the first PUF and \(\Theta_{ij}\) a spatial angle.
    - For \(j = 1, \ldots, m\), he directs a laser beam at coordinate \(p_{ij}\) and under angles \(\Theta_{ij}\) at the first PUF, and measures the resulting optical responses \(R_{ij}\) behind the second PUF. \(^4\)
  - The list \(L\) is defined as \(L = (C_{ij}, R_{ij}, d_i)\) for \(i = 1, \ldots, k\) and \(j = 1, \ldots, m\).
- The verifier privately stores the list \(L\) and transfers the two PUFs to the prover.

**Virtual Proof:**

- The prover claims to the verifier that the first and second PUF are at a distance \(D \in \{d_1, \ldots, d_k\}\) in the set-up of Figure 2.
- For \(v = 1, \ldots, n\), the verifier randomly selects tuples \((C_v, R_v, D)\) from the list \(L\), and sends the values \(C_v = (p_v, \Theta_v)\) to the prover.
- For \(v = 1, \ldots, n\), the prover directs a laser beam at coordinate \(p_v\) and angle \(\Theta_v\) to the first PUF in the set-up of Figure 2, measures the resulting optical response \(R_v\) behind the second PUF, and sends this response to the verifier.
- The verifier compares the received \(n\) values \(R_v\) to the values \(R_v\) in his list \(L\). If they match, he accepts the virtual proof, otherwise, he rejects. He erases the \(n\) used tuples \((C_v, R_v, D)\) from the list \(L\).

**Discussion:** The above scheme is, in principle, suited to allow relatively small resolutions, down to the order of the wavelength of the employed laser light. Still, it also has its limitations: Distance changes much smaller than that wavelength can no longer be resolved, as the optical signal will not notably change for such small differences. Furthermore, large distances between the two witness objects (such as meters or larger) also cannot be proven.

\(^3\)To make this yet more precise: The two cuboid-shaped optical PUFs are positioned in such a way that their geometrical centers are on a line that is perpendicular to their largest two surfaces, and that the distance between their nearest neighbouring surfaces is \(d_i\).

\(^4\)Again to be precise, these responses will usually not be the raw interference patterns, but the result of an image transformation that is applied to these patterns, for example the Gabor transformation [39], [40] or other suitable transformations [55].
One important subcase of VPs of distance are VPs of co-locality, where the prover wants to show that two objects are in direct neighbourhood to each other. The above schemes easily can be used for such an approach: It can prove that the two witness objects have a distance smaller than the resolution of the VP. In any case, this suffices to show that the WOs are closer than the wavelength of the employed laser light.

Also integrated circuits (ICs) could be used for VPs of distance or co-locality, even though we did not follow this route in this paper. Analog circuits would be natural candidates, but also digital ICs could be suitable. The basic idea would be to design two communicating ICs, which execute some form of “joint computation”. The outcome of the computation should depend on their distance; in particular, it should either be impossible or at least computationally laborious to emulate the outcome of the computation if the circuits are further apart than claimed.

In this context, it is important to see that the information exchange between the two ICs is limited by the speed of light. At the same time, the ICs could operate at GHz frequencies, i.e., one clock cycle every nanosecond. Within this small time period, light travels only 30cm. This would give hope to achieve VPs of distance at resolutions of 30cm. At the least, it might be sufficient to distinguish between the case where the two circuits are in direct proximity and the case where they are at a larger distances on the order of kilometers. This would already suffice for very basic VPs of co-locality and simple security applications.

B. Possible Implementation

By using existing technology on optical PUFs, it seems definitely plausible to implement the above type of VP. In more detail, Pappu et al. [39], [40] have described how an optical scattering token can be re-placed multiple times within a measurement unit in such a way that the resulting speckle pattern is reliably reproduced. They used kinematic mounts and other, standard mechanical technology to this end. If one of the optical tokens of our VP of distance is fixed within the measurement unit, exactly the same technology would likely allow accomplishment of our VP of distance. Again, a full experimental implementation is not within the scope of this paper, but is planned to be approached in future, dedicated implementation experiments.

V. VIRTUAL PROOFS OF DESTRUCTION

Let us now turn to the last VPs treated in this paper, so-called VPs of destruction. Their existence is somewhat counterintuitive: How should one prove that a certain object has been destroyed? Given a pile of ashes, say, how should the prover argue about the features of the original object before it was vaporized? How could such a proof be led for arbitrary items, not just for specially designed witness objects? Some quick thought illustrates that such a general form of VPs of destruction is extremely difficult to achieve, if not straightforwardly impossible.

There are certain subforms that are simpler to accomplish, however. For example, one might design a VP of destruction in the following manner:

- The prover shows that a first object $O_1$ is in his possession.
- The prover “destroys” or “irreversibly modifies” this object to obtain a second object $O_2$. The nature of the second object $O_2$ should be such that it is unambiguously clear that $O_2$ can only have been obtained from $O_1$ by irreversibly modifying $O_1$.
- The prover shows that the second object $O_2$ is in his possession.

The challenge here is to choose a suitable object $O_1$ and a suitable physical modification on $O_1$. It should allow a proof that $O_2$ unambiguously originates from $O1$. In the rest of this section, we present two constructions to this end, one optical and one quantum mechanical. The schemes work only for a special form of “destruction”, in which after the
process of destruction enough structure is left to identify the remaining object, and to establish a link with the original. Subject to personal taste, they could also be called VPs of (irreversible) modification for this reason.

A. Optical Virtual Proofs of Destruction

The following scheme realizes a VP of destruction for an optical system that is reminiscent of Pappu’s optical PUF. The idea is to design the system in two stages, with an inner and an outer layer, and to later prove when the outer layer has been removed. The following protocol has the details.

Protocol 3: Optical VP of Destruction

Assumptions:

- We assume that the prover wants to show that a certain object has been irreversibly modified or changed.

Set-Up Phase:

- The verifier prepares a first optical PUF, for example of cuboid or spherical shape.
- The verifier collects a challenge-response list \( L_1 \) for this first PUF. I.e., he directs a laser beam under a number of randomly chosen points and angles of incidence at the first PUF and records the optical responses.
- The verifier fully encapsulates this first PUF within a second optical PUF (see Figure 3), forming a larger, composed optical PUF.

He may use a different material for forming the second PUF, for example one with a different melting point or chemical solubility than the first PUF.

- The verifier collects a challenge-response list \( L_C \) for the composed PUF. I.e., he directs a laser beam under a number of randomly chosen points and angles of incidence at the composed PUF and records the optical responses.
- The verifier transfers the composed PUF to the prover.

Virtual Proof:

1) The prover shows to the verifier that he is still in possession of the composed PUF. To this end, the following steps are executed:

- For \( v = 1, \ldots, n \), the verifier randomly selects a tuple \( (C_v, R_v, T) \) from the list \( L_1 \), and sends the value \( C_v \) to the prover.
- For \( v = 1, \ldots, n \), the prover applies the challenge \( C_v \) to the composed PUF; measures the response \( R_v \), and sends this response to the verifier.
- The verifier compares the received \( n \) values \( R_v \) to the values \( R_v \) in his list \( L_C \). If they match, he accepts the virtual proof, otherwise, he rejects.

2) The prover removes the encapsulating second PUF from the composed PUF, setting free the first PUF. He can do so, for example, by exploiting the different melting point or solubility of the second PUF.

3) The prover shows to the verifier that he has removed the encapsulating second PUF and revealed the first PUF. This shows that he has irreversibly modified the composed PUF. To this end, the following steps are executed:

- For \( v = 1, \ldots, n \), the verifier randomly selects a tuple \( (C_v, R_v, T) \) from the list \( L_1 \), and sends the value \( C_v \) to the prover.
- For \( v = 1, \ldots, n \), the prover applies the challenge \( C_v \) to the first PUF, measures the response \( R_v \), and sends this response to the verifier.
- The verifier compares the received \( n \) values \( R_v \) to the values \( R_v \) in his list \( L_C \). If they match, he accepts the virtual proof, otherwise, he rejects.

Discussion: What does the above VP actually prove? It shows that an irreversible modification of a specific object, namely the composed PUF, has occurred in the time period between the events of the verifier sending away the first challenge \( C_v \) in Step 1a and the verifier receiving the last value \( R_v \) in Step 3b of the protocol. The involved objects (the first PUF and the composed PUF) are uniquely identified in this process. Finally, under the additional assumption that the prover’s system is closed, the verifier can conclude that the modification has taken place in \( S_1 \).

The protocol combines two standard PUF-like challenge-response protocols with several specific hardware features of the witness objects, i.e., of the composed PUF and the first PUF. These security-relevant hardware features are:

- The composed PUF must have a large number of challenges. Otherwise, a fraudulent prover could read out all possible CRP and falsely prove possession of the composed PUF in Step 1, while in fact the PUF has already been modified.
- The composed PUF must be unclonable. Otherwise, a fraudulent prover could clone it and modify or destroy the clone instead of the original composed PUF, i.e., the unambiguous identification of the involved objects is then no longer maintained.
- Physically removing the second PUF from the composed PUF must be a practically irreversible process, i.e., it must be impossible to restore the composed PUF in its original form after the removal.
- Given the composed PUF, it must be impossible to obtain challenge response pairs from the first PUF by any other method (such as special physical measurements or numerical simulations) than removing the second PUF.

If the proof is executed only once in practice and surely will never be re-started (for example due to channel malfunctions or similar practical issues), then the last steps of
erasing the used CRPs from the lists $L_1$ and $L_C$ can be left away, and the lists can be made very short.

Finally, let us remark that by using several onion-like layers around the first PUF, multiple irreversible modifications of an object can be proven in a row. Of course, such a repeated proof must assume that it is impossible to remove, clone or simulate any of these layers (compare our above list of security-relevant features).

### B. Quantum Virtual Proofs of Destruction

Let us now illustrate how a second well-known alternative security technology can be exploited in VPs, namely quantum systems. The key observation in our context is that quantum systems in unknown states cannot be measured without disturbing their state. In other words: As long as the original state remains unknown, the original state cannot be rebuilt after measurement. In this sense, quantum measurements bring about some form of “irreversibly destruction” in certain situations.

It is well-known that this effect can be exploited cryptographically, for example in quantum key exchange protocols. An adversary who measures the quantum systems (e.g., polarized photons) in transmission between Alice and Bob will irreversibly disturb them. This can be noticed by Alice and Bob, who may then abort transmission.

A closer look reveals that the same effect can be used to obtain a VP of destruction by quantum technology. The quantum systems (e.g., polarized photons) act as witness objects in this case. The following protocol has the details; it is very similar to the Bennett-Brassard key exchange protocol [4], and assumes some familiarity with this protocol.

**Protocol 4: Quantum VP of Destruction**

**Assumptions:**

- The prover wants to show to the verifier that he has measured (and thus irreversibly altered in their state) some quantum systems $p_1, \ldots, p_k$. These quantum systems act as witness objects in the VP.
- We implicitly assume that the prover has some technology at his disposal that allows him to store the quantum systems he receives, at least for the time frames that are relevant in the context of our VP.

**Set-Up Phase:**

The verifier prepares $k$ polarized photons $p_1, \ldots, p_k$ in the following fashion (compare [4]):

- He fixes two orthogonal bases $B_0, B_1$, for example $B_0 = \{0°, 90°\}$ and $B_1 = \{45°, 135°\}$.
- He chooses two tuples $B = (b_1, \ldots, b_k) \in \{0, 1\}^k$ (the “bases-tuple”) and $V = (v_1, \ldots, v_k) \in \{0, 1\}^k$ (the “value-tuple”) at random.
- For $i = 1, \ldots, k$, he encodes the value $v_i$ in the basis $B_{b_i}$ in the photon $p_i$. He does so by suitably polarizing the photon $p_i$ in the basis $B_{b_i}$, as described in [4]. For example, if he wants to encode the value “1” in the basis $B_1$, he polarizes the respective photon in an angle of $90°$.

The verifier sends the photons $p_1, \ldots, p_k$ to the prover.

**Virtual Proof:**

In order to allow the prover to show that he measures the photons (and thus irreversibly destroys their state), the prover and verifier jointly execute the following protocol:

1) The verifier chooses a tuple $T = (t_1, \ldots, t_k) \in \{0, 1\}^k$ (the “test-tuple”) at random, and sends it to the prover.

2) For $i = 1, \ldots, k$, the prover measures the photon $p_i$ in the basis $B_{t_i}$, and returns the measured value $r_i \in \{0, 1\}$ to the verifier.
3) Let now \( I \subseteq \{1, \ldots, k\} \) be the index set for which \( t_i = b_i \). The verifier checks for all \( i \in I \) that \( r_i = v_i \). If this is the case, he accepts the VP, otherwise he aborts and rejects the VP.

**Discussion:** The above VP is described by the example of photons, but can be carried out by other quantum systems in an analog fashion. It allows the conclusion that the measurement has taken place in the time frame between step 1, in which the verifier sends away the string \( T \), and step 2, in which the values \( r_i \) are returned to the verifier.

The VP’s security directly follows from the security of the Bennett-Brassard key exchange protocol [4]. The role of the external adversary in Bennett-Brassard is played by the prover in our protocol: He cannot know or derive the values encoded in the photons without knowing the bases in which they were encoded. Any measurement without knowledge of the correct bases (for example, random measurements) will both lead to wrong measured values and to a notable disturbance of the state of the photons. For example, if the measurement of the photons had taken place before the VP (i.e., in the wrong bases), the values \( r_i \) would be altered and incorrect. This would be noticed by the verifier, who would reject the VP. Furthermore, if the prover tried to present the correct answers \( r_i \) without measurement, he would fail exactly for the same reasons as an external adversary fails to derive the exchanged key in the Bennett-Brassard protocol. Again, this would be noticed in step 3, and the verifier would reject the VP. In fact, the prover’s chance of measuring \( l \) photons ahead of time without being caught decrease exponentially in \( l \) (compare [4]).

Regarding our assumption of a quantum memory, we remark this very assumption implicitly underlies many quantum protocols and quantum computing proposals, without diminishing the scientific reception of these proposals. It is currently under heavy research (see [6] and references therein). The time frame for which quantum storage is required depends very strongly on the application of our protocol, and should be revisited when real applications become a topic. Our aim in this paper is different: It lies on introducing VPs, and on plausibilizing that they can be realized by various technologies.

Let us have a final word on variants of the protocol. In principle, it would be possible that the prover chooses the “test-tuple” \( T = (t_1, \ldots, t_k) \) by himself, and measures the quantum systems in the bases stipulated (by himself!) in the test tuple. This method saves one round of communication. However, it would only prove that the prover has measured the photons before a certain point in time. It would not allow the conclusion that the prover has executed the measurement after a certain point. In fact, he could have made the measurement a very long time ago, and simply kept the results. In this sense, Protocol 4 is a more exact method, one that allows a very close determination of the point of the measurement, i.e., of the destruction.

**C. Possible Implementation**

Regarding optical VPs of destruction, we again refer to the prototypical technology introduced by Pappu et al. [39], [40], which solves the positioning problem in the VP (compare Section IV-B). With respect to removing the outer PUF, we conjecture that this could easily be accomplished by employing to PUF materials with different chemical solubility, and by using one particular and dedicated solvent for the outer PUF. Also materials with different melting points could be utilized.

With respect to quantum VPs of destruction, the basic technology for polarizing, transmitting and measuring photons has been verified multiple times in experiments on quantum key exchange (QKE), even over very long distances, and requires no further justification in the course of this paper [32]. Only the storage of quantum system is currently under heavy research [6]. We stress, however, that such technology questions are not — and cannot be — the main topic of this paper. As quantum technology advances, so will the possibility for practical implementations of our VPs. This can be observed well by the example of QKE, which step by step got closer to practical implementations, now being a commercially available product [28].

**VI. PUBLIC VIRTUAL PROOFS**

Private VPs have two potential downsides: Firstly, they require a secure set-up phase and the storage of private information at the verifier. Secondly, they involve a physical transfer of the PUF to the prover. Thirdly, some of the used WOs contain information whose exposure to an adversary compromises the security of the scheme. This security critical information is not present in the form of a classical, digital key stored in NVM, but it still exists. For example, if an adversary knows the exact parameters which influence the temperature-dependent CRP behavior of the BR PUF, he may be able to numerically simulate its CRP behavior, without the WO/BR PUF being at the claimed temperature. This allows cheating in a VP of temperature. Similar considerations may hold for some other electric WOs.  

Whether the above aspects are considered serious disadvantages depends on the exact application scenario of the VP. In a typical client-server setting, for example bank cards/ATMs/bank headquarters, the secure set-up phases and private information storage at the verifier typically pose no problems. On the other hand, if a VP shall be executed at the same time, they do not hold for all WOs, not even in private VPs. As an example, consider optical WOs and their uses in various VPs: Even if the adversary knows the exact position of all scatterers, he will not be able to exactly simulate the CRP behavior, simply for reasons of computational complexity.
between arbitrary parties in a www-like communication infrastructure, they do. Likewise, the security critical information in the PUF can be no problem in certain settings, but may be relevant in others. This motivates an investigation whether the above three aspects could be overcome by an alternative approach named “public virtual proofs” (public VPs). Our aim in this section is to merely sketch public VPs, and to motivate further research in this direction. We do not present working implementations, nor do we execute experimental proofs of concept.

The basic idea behind public VPs is to use WOs that are similar to SIMPL systems [44], [50], [13], [46], [48] or public PUFs [2], [37], [41]. SIMPL systems are PUF-like structures, which are also unclonable and exhibit a certain challenge-response behavior. Furthermore, similar to Strong PUFs, their CRP interface is publicly accessible, and they possess so many CRPs that an adversary cannot read out all of them. In opposition to Strong PUFs, however, SIMPLs have a public simulation algorithm by which everyone, including the adversary, can simulate their challenge response behavior. The simulation comes at a time loss, though: It shall be impossible for the adversary to determine the response to a randomly chosen challenge by simulation as quickly as one could determine this response by actual measurement on the SIMPL system. It shall not be possible to optimize the public simulation code of the SIMPL, or to run in on a quick computer, in order to bring down the simulation time to the response speed of the real, physical SIMPL system. This means that a party holding this unique SIMPL system can always be distinguished from a party merely simulating the responses, simply by measuring and comparing their response times. Furthermore, it is part of the attack model on SIMPLs that the adversary could learn all details about their internal configuration without compromising security. This point has been elaborated in all detail in [46].

Given these features of SIMPL systems, it seems tempting to construct SIMPL-like WOs and use them in public VPs. Let us illustrate our idea by virtue of an example, namely potential public VPs of temperature. We stress that our protocol is yet hypothetic, since implementations of temperature-sensitive SIMPL systems have not yet been published.

Protocol 5: Public Electrical VPs of Temperature

Assumptions:

- The prover wants to show the temperature of one specific witness object, in this an electrical SIMPL system, within a temperature range $R_T$. This temperature range is discretized, possessing $k$ discrete temperature levels $t_1, \ldots, t_k \in R_T$.
- The SIMPL is temperature dependent. Its responses $R^j_i$ are a function not only of the applied challenges $C_j$, but also of the current temperature $t_i \in R_T$ of the SIMPL: $R^j_i = F_{SIMPL}(C_j, t_i)$.
- As for any SIMPL system, there is a numerical simulation algorithm $\text{Sim}$ by which the responses can be simulated accurately. For challenges $C_j$ and temperatures $t_i \in R_T$, it shall hold that $R^j_i = \text{Sim}(C_j, t_i)$.
- Numerically simulating a response $R^j_i$ shall be notably slower than physically measuring it. Concretely, we assume for any temperature level $t_i$ and for a randomly chosen challenge $C_j$:
  - No adversary can present the correct responses $R^j_i$ quicker than in time $T_{\text{Adv}}$, even if he knows (or has simulated) many other CRPs of the SIMPL system.
  - The honest users can simulate the response $R^j_i$ on their hardware in time $T_{\text{UserSim}}$.
  - The honest users can obtain the response by physical measurement on the SIMPL in time $T_{\text{UserMeas}}$.
  - It shall hold that $T_{\text{UserSim}} > T_{\text{Adv}} > T_{\text{UserMeas}}$.
- We assume that the occurring communication delays between the prover and the verifier are small compared to the difference $T_{\text{Adv}} - T_{\text{UserMeas}}$.

Public Virtual Proof:

1) The prover claims to the verifier that the SIMPL is at a temperature $T \in \{t_1, \ldots, t_k\}$.
2) For $v = 1, \ldots, n$, the verifier randomly selects a challenge $C_v$.
3) For $v = 1, \ldots, n$, the verifier and the prover execute the following procedure:
   - The verifier sends the challenge $C_v$ to the prover.
   - The prover applies the challenge $C_v$ to the SIMPL, and immediately sends the measured response of the SIMPL to the verifier.
   - The verifier stores the obtained response $R_v$. He checks if the time that passed between sending away $C_v$ and receiving $R_v$ is smaller than $T_{\text{Adv}}$. If not, he aborts.
4) For $v = 1, \ldots, n$, the verifier checks by simulation if $R_v = \text{Sim}(C_j, t_i)$. If not, he aborts.

Discussion: The above protocol requires no private set-up phase at the verifier and no CRP-lists. It thus enables VPs between arbitrary parties, which is a huge asset in www-like communication scenarios. Furthermore, if standard, temperature-sensitive SIMPL systems are used, then no security-critical information at all is present on the side of the prover. For a detailed discussion on this topic, we refer the reader to [46].

We stress that the practically efficient implementation of SIMPL systems is currently an ongoing research topic. In particular, no temperature sensitive SIMPLs have been identified up to this point. Our main motivation to include the above example was to show that VPs offer potential...
beyond private VPs. Whether this potential can be unleashed in practice, and whether the associated problems can all be overcome, remains subject to future research; it is a typical high risk, high impact situation. Still, we felt that the paper would be incomplete without public VPs.

VII. SUMMARY

We introduced a new security concept in this paper, so-called “virtual proofs of reality” (VPs). Figure 4 illustrates their idea: Physical systems or processes shall be converted into digital data in a way that enables a later proof that the digital data is “correct” and “authentic”, i.e., that it adequately describes some features of a really existing physical system or process. The prover may be assisted by so-called “witness objects” (WOs) in the proof, which help him transforming physical reality into digital data in a provably correct manner. The prover’s system shall not contain any classical secret keys; in particular, the WOs shall not contain such keys, nor be assumed tamper resistant in the usual sense. The use of WOs is not as restrictive as it may seem at first glance: Some electronic device will necessarily have to be used by the prover to transfer digital data to the verifier. Instead of an arbitrary device, the prover may as well employ witness objects.

In this very first paper on the topic, our aim was not — and could not have been — to realize every conceivable aspect of VPs. Rather, our focus was on introducing the novel concept, describing several example protocols, and plausibilizing that these protocols can be implemented with existing techniques. Our treatment covered different technologies, including electrical PUFs, optical PUFs, and quantum systems.

Our first VP described how to prove the temperature of a witness object in the prover’s system under the above circumstances. It could be based, so we argued, on special electrical PUFs that have a high fraction of temperature sensitive CRPs (like the Bistable Ring PUF [11], [12]). While these CRPs are unwanted in classical PUF applications, they serve well in our context and enable VPs of temperature. A second possibility is the use of more stable electrical PUFs, which are operated at their stability limit, for example XOR Arbiter PUFs with 8 or 16 XORs [67], [58], [60]. The influences of voltage fluctuations could be eradicated by multiple measurements and majority voting at one fixed temperature, similar to the process carried out in [60] for silicon modeling attacks with very high exactness.

Our second protocol dealt with VPs of distance, and proves the mutual distance of two optical witness objects reminiscent of Pappu’s optical PUF. The joint optical speckle pattern which these two objects generate strongly depends on their relative position. Pappu et al. [39], [40] describe in their work how one optical scattering system can be repeatedly positioned inside a measurement apparatus such that approximately the same speckle pattern occurs. The same technology could be used in our case, assuming that one of the scattering tokens is fixed inside the measurement apparatus, and the other token is movable and is being repositioned.

Finally, we turned to the most complicated VPs treated in this paper, VPs of destruction. Their goal is to show that a certain physical object has been destroyed or irreversibly modified. These proofs seems counterintuitive at first sight; one necessary assumption seems that the remaining object after destruction or modification is not atomized or entirely reduced to ashes. In this sense, it seems likely that VPs of destruction can only be led for for certain objects and under certain circumstances. For example, it must be possible to establish an unambiguous link between the state of the object before destruction and after destruction.

We suggested two different protocols for VPs of destruction. Our first technique utilizes the idea of placing a PUF inside a PUF. Two optical PUFs à la Pappu et al. [40], [39] are used to form a composed PUF. The structure is designed in such a way that a removal of its outer layer (i.e., its outer PUF) is irreversible. In the fabrication process, some CRPs of the inner PUF structure can be measured before the outer PUF is added. Once the outer PUF has been removed, these CRPs can be used to re-identify the inner structure; but as long as the outer structure is present, the CRPs of the inner PUF obviously cannot be measured. This allows a VP of destruction, in which even the point in time when the outer PUF has been removed can be determined with quite high exactness. Again, a realization seems plausible by existing technology, in this case the techniques from earlier works on optical PUFs [39], [40]. These techniques can be combined with materials that have different solubility or melting points, which should enable an easy removal of the outer PUF.

A second realization was based on quantum systems. We made use of the established principles of Bennett-Brassard quantum key exchange (QKE) [4], but with a small twist: The prover illustrates his measurement (and the destruction of the state of the quantum systems) to the prover by showing that he has correctly learned some of the secrets stored in the quantum systems. A cheating prover would be in a similar situation as an external eavesdropper in Bennett-Brassard, so we argued; therefore the security of our protocol is directly inherited from the Bennett-Brassard protocol.

Towards the end of the paper, we described in theory one potential extension of our method, namely so-called public VPs. Their main potential advantages over private VPs are that they function without secure set-up phases at the verifier, without a physical transfer of witness objects from the verifier to the prover prior to the proof, and potentially also allow that the prover himself (or another third party not trusted by the verifier) fabricates the witness objects. In this sense, the advantages of public VPs over private VPs are reminiscent of the upsides of public key over private key...
Figure 4. The idea behind virtual proofs in its most general form: Complex physical systems are converted into digital data in a way that allows proving that the digital data is “correct” and “authentic”, i.e., it corresponds to a real, actual physical system or physical process with the claimed properties. This conversion is accomplished via so-called “witness objects” (red arrow), without using classical secret keys or tamper proof hardware.

Applications: Our main focus in this work were not potential practical applications of virtual proofs. Rather, we focused on the introduction and plausibilization of this novel security concept. Still, several such applications lie at hand, and we will briefly discuss them below for completeness.

To start with, VPs of distance can be used to prove that one or more objects were at a particular place in a particular point in time. Conceivable applications lie in the context of bank cards and automated teller machines (ATMs); missile tagging or weapons inspections; or in any situation where a joint authentication by two different items is necessary, one classical example being the two security tokens of the US president and vice president required to launch an atomic weapon. Another application of the joint interference patterns arising from two different scattering objects could be (i) encryption and decryption schemes that depend on the cooperation of two parties holding the two objects, or (ii) location-dependent encryption and decryption, especially in the case that one of the scattering objects has been immobilized and is bound to one particular place (for example a terminal or ATM).

VPs of destruction, on the other hand, have immediate applications to the digital rights management problem: The rights to play a certain content may be linked to the existence of a certain object; if the customer no longer wants to maintain these rights (and no longer wants to pay for them), the object is destroyed by the customer. He could prove that he did so to the company granting the rights. Another appliance of VPs of destruction could lie in the field of secure data deletion. Finally, VPs of temperature and, more generally, sensor data appear to have straightforward applications to the security sector, for example in sensor networks. Many other examples are conceivable, and are left to the readers.

Future Work: An obvious next step is the full experimental implementation of our concepts, and the exploration of associated practical questions, such as: Which temperature or distance resolutions can be achieved in practical implementations? How can these resolutions be optimized? How can we, for example, design Bistable Ring PUFs (or other electrical PUFs) with a particularly high temperature sensitivity, which would allow very finegrained VPs of temperature? A related topic is the design of entirely new VPs. Which other types of VPs exist, and how would the corresponding witness objects have to look like? For example: Can disordered, unclonable cameras be designed in order to prove the authenticity of pictures or movies via virtual proofs?

A second possible strand of future research concerns the logic and computational complexity aspects behind our new concept. Is there a “universal” VP, to which any other VP can be reduced, similar to the existence of universal Turing machines? Is there a “hierarchy” of physical statements that can be proven by VPs with different computational resources, communication complexities, or numbers of witness objects? Given the relationship of VPs to interactive proof systems, it seems natural to consider such issues. An extension of the Turing machine model, some sort of “physical Turing machines”, could be necessary to address them with full formal rigor. Some first steps to this end have already been made in [47].

Interestingly, the above theoretical questions may not be resolvable by mathematics alone, but overlap with physics. They could be seen in alignment with recent efforts of
linking information theory, physics and computation. Among the many works relevant to this emerging area, we would like to exemplarily mention the arguments of G. ’t Hooft [27], L. Susskind [68], R. Bousso [7], [8] and others on the limited entropy or information storage capacity of physical systems (see Bekenstein [3] for an easily accessible summary). These works originated in the area of physics, but also have immediate consequences for the areas of physical computation and information theory. For example, the authors of [27], [68], [7], [8] establish a theoretical upper bound on the information that can be stored in a given spatial volume, i.e., they show that it is impossible to store more information in bits in a physical system than given by a low-degree bound in the system's volume. It seems highly interesting to extend these physical impossibility arguments to further computational and information-theoretic questions. VPs and the open theoretical questions associated with them seem to naturally fit into this emerging area.
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