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Preface

This year sees the 13th European Conference on Cyber Warfare and Security (ECCWS 2014), which is hosted by The University of Piraeus, Greece.

The Conference Chair is Andrew Liaropoulos, from the University of Piraeus, Piraeus, Greece. The Programme Chair is George Tsihrintzis, University of Piraeus, Piraeus, Greece.

The Conference continues to bring together individuals working in the area of cyberwar and cyber security in order to share knowledge and develop new ideas with their peers. The range of papers presented at the Conference will ensure two days of interesting discussions. The topics covered this year illustrate the depth of the information operations’ research area, with the subject matter ranging from the highly technical to the more strategic visions of the use and influence of information.

The opening keynote is given by Prof. Dimitris Gritzalis, Director of the Information Security & Critical Infrastructure Protection (InfoSec) Laboratory, Athens University of Economics and Business, Greece on the topic of “Open-Source Intelligence produced from Social Media: A proactive Cyber Defense tool” and the second day keynote will be presented by Prof. Nikolaos Bourbakis, IEEE Fellow, Director of the Assistive Technologies Research Center (ATRC) Wright State University, USA, on the topic of “Cyber-Security Challenges in the Cyber-Space”.

With an initial submission of 71 abstracts, after the double blind, peer review process there are 27 Research papers, 7 PHD Research papers, 2 Masters Research papers, 1 Non Academic paper and 1 Work in Progress Paper published in these Conference Proceedings. These papers come from all parts of the globe including Australia, Austria, Czech Republic, Finland, Greece, Lithuania, New Zealand, Nigeria, Norway, Portugal, Republic of South Africa, Turkey, UK and USA.

I wish you a most interesting conference and an enjoyable stay in Greece.

Andrew Liaropoulos and George Tsihrintzis,
University of Piraeus, Greece

June 2014
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1. Cyber operation environment

Cyber attacks are now not only limited to sneaking into the systems and stealing information, but they also appear as an operation type which has the capability of damaging the communication and computer systems, energy and transportation networks, military command and control systems of a country. Therefore, cyber attacks are one of the most important threats that we will face in the future. Cyber attack incidents that have come up recently, proved that cyber attacks can cause a devastating effect on the systems that are free from internet and closed to the outside world.

Cyber power is the ability to use the cyber space in order to gain advantage by affecting the events on each theater of operations and power elements. As it can also be understood from this definition, now in many countries, cyber space is considered as a military theater of operations like land, sea, air and space. Different from other conflict areas, cyber space provides efficiency on every one of the national power elements. Internet is one of the most important elements that constitute the cyber space; however cyber space is not just limited to internet. Many systems and hardware such as communication networks, military networks close to outside world, energy distribution networks, cell phones, software-based walkie-talkies, electronic command systems, satellite systems and unmanned aerial vehicles are the elements of cyber space.

In this paper, strategic, operational and tactical aspects of the cyber operational area are examined together in order to show the big picture of possible cyber wars. It is tried to answer why cyber defense issues are to be integrated into the Armed Forces structure and planning processes. The cyber concept, doctrine and applications of the nations and organizations (especially USA and NATO), related articles, books and thesis are considered comparatively to reach the suggested recommendations. Both national/international cyber exercises and the real events are closely studied to find out the following case scenarios of the cyber warfare.

1.1 Characteristics of cyber space

In order for cyber security operations to succeed, it is essential to pay attention for the differences between classical and cyber threats, and the own properties of the cyber environment. One of the difficulties is to detect the perpetrators that carry out cyber attacks and the places from where these attacks are organized (Yasar N., 2012). Nowadays, it is not that hard to detect the classical threats and the places where these attacks arise from. For instance; the place, capacity and danger scale of a biological, chemical and nuclear weapon facility can be detected. However, because the perpetrators of cyber attacks are using anonymizing programs that make it possible for hiding themselves in the electronic environment, they are hardly detectable. Due to the existence of mobile communication technologies and their ongoing development, and because it is possible to carry out attacks using computers such as botnets (slave computer networks) whose
control are captured; these attacks are not based on any place and they also make the concept of attack center meaningless.

Another point is the access power and range of cyber attacks. Classical attack tools do have a certain capacity and these tools are able to pose a threat within the range. For instance; a missile can only pose a threat for the cities, countries and regions within its range. In order to enhance the effects of classical attack tools such as a missile, advanced level information and experience along with economical power corresponding to the level of billion dollars are required. However, nowadays cyber attack tools can be enhanced with a few amount of information and money; and cyber attacks can be organized by using these tools from east to west, north to south of the world via internet. In this respect, discrimination in the form of national and international dimension is not such meaningful in terms of cyber security (Unver M., 2009).

Cyber space definition of USA Armed Forces (U.S. Department of Defense, 2011) shows that cyber space includes much more than computer networks. More importantly, as network systems are created using electromagnetic energy, wars in cyber space will also include the skills that are currently regarded as electronic warfare. By using electromagnetic energy, it would be possible to access and attack the networks which are not connected to the internet directly, in order to query and break the electronic components of a network. This is a serious threat for armed forces.

1.2 Cyber war
Cyber war is not alike conventional war; however it shares several characteristics such as air bombing, submarine battle, special operation forces and even the historical role of assassins. Particularly, it may cause asymmetric harm to an enemy critically from a far distance or by exploiting the surprise principle. It is not possible for cyber attacks, at least in the near future, to be more lethal than a strategic bombing. But ultimately, the success of military operations is effect-based. If both ballistic missile and a computer worm can destroy or deactivate a target, the natural selection would be the computer worm (Geers K., 2011).

Without a physical intervention, it is not possible to invade the enemy territory with cyber war only. Because one cannot take hold of the other’s weapon, the fight takes place and goes on like “who is going to shoot longer”. At this point, in order to be effective in a conventional war, carrying out cyber wars along with the conventional ones comes into prominence. Martin Libicki classifies the cyber war as strategic and operational (Libicki M.C., 2009). Strategic cyber war is the cyber attack campaign which is directed towards changing the attitude of a government. The assumption here is that, there is no other hostile war going on between two sides except for the cyber war. Otherwise, if cyber war is carried out in a way that supports the military operation, it becomes operational cyber war. Cyber attacks are not capable of causing great damage to the other side, when compared the nuclear and strategic conventional weapons. However, even if operational cyber war does not constitute the power itself, it could be a meaningful power factor if applied carefully, cautiously and correctly in appropriate time (Cifci H., 2013).

One of the most important elements in the cyber war is intelligence. It is necessary to collect detailed information about the properties, connections, hardware and software content of the target system and to reveal the security deficits in these elements. Making a delicate assessment about whether the cyber attacks are effective or not, is another problematic field in the cyber war. It is quite difficult to detect which systems are affected in what extent, or even whether they are affected or not. Knowing how the opposite systems operate after the attack is essential to understand whether the system is broken or not.

In order to utilize the skills of Air Forces for the purpose of carrying out operations in the cyber space, USA Air Forces Cyber Command was established. Air Forces aims at directing, commanding and controlling the enemy forces in a joint war, and even making it possible to create actual effects in cyber space in a way that would affect the firing capability of their weapons. These are not virtual or imaginary effects – the enemy might really die or get hurt in a warfare that takes place in cyber space (Fahrenkrug D.T., 2007).

R. Clarke claims that 600 hackers are working under the command of Lab 110 unit in North Korea Armed Forces Cyberwar Command. There are 100 hackers working in unit no. 204, which is secret cyber psychological war unit. The mission of unit no. 121, whose connections are in China, is to take down the military command, control and communication networks of South Korea. As internet in North Korea is too limited and because it
is easy to catch, the activities are conducted via China. Members of these units are employed starting from the level of primary school. These students enter programming and hardware departments in their further secondary education and then, they are accepted for the Automation University. The only focus of this university is hacking the network systems of the enemy (Clarke R, 2013).

After defining the cyber space and telling about some elements of cyber warfare, the conceptual and legal parts of these notions are discussed in the next chapter.

2. Conceptual and legal thoughts about cyber warfare

In USA Air Forces Basic Doctrine (AFDD-1, 2011), air power is defined as “the ability of leading the military power or effect by means of using and controlling air, space and cyber space in order to reach strategic, operational and tactical targets”. Cyber Space Superiority which is one of the basic functions of the Air Forces is stated as “operation advantage in the cyber space for the purpose of carrying out operation at a particular time and domain without a blocking intervention (AFDD 3-12, 2011)”. Sub-entries of this function are: Using Cyber Space Forces, Cyber Space Defense and Cyber Space Support.

USA Secretary of Defense officially declared that cyber space is conceived as a war zone by publishing the National Military Strategy for Cyber Space Operations. In this document (U.S. Department of Defense, 2011), cyber space is defined as a domain in which electronic and electromagnetic spectrum is used in order to hide, change and provide data stream thanks to the network systems and relevant physical infrastructures. Cyber space is among other domains which are air, land, sea and space; and it connects the hidden, changed or transmitted data with these physical domains.

The decision of using armed forces to carry out cyber attacks is subjected to at least three conditions; perpetrator of the attack (target definition), legal dimension (preparing the legal conditions and requirements of the attack) and skills (determining the instruments and methods required to carry out the operation). The issue of “Perpetrator of the attack” is being discussed for a couple of years. The view that it is impossible for carrying out operation on cyber attackers or the places where cyber attack takes place is widespread. In addition, many professionals have recently stated that the situation is different in fact. Dmitri Alperovitch, former vice president of Threat Research Unit of McAfee Corporation which is the provider of contracted standard information systems security of USA Secretary of Defense, has stated that it is not a problem to detect the perpetrator of an attack. He also added that “There is large-scale intelligence information available that appears in the context of informatics crime investigation (forensics) which makes it easy to determine the perpetrator of an attack.

However, is it legal to counteract by only depending on this foundation? If so, in which level it is proper to counteract? Who should counteract? And according to which laws? In which level [cyber] threat becomes a national security threat and requires the Secretary of Defense to do what it always does? As a reply to some of these questions, The Tallinn Manual on International Law Applicable to Cyber Warfare – MILCW was prepared by NATO Cooperative Cyber Defense Centre of Excellence – CCDCOE (The Tallinn Manual, 2013). According to this manual, a cyber operation which is controlled by a government and concerning the infrastructure settled in another country might violate the sovereignty of that country; in state of damage, it definitely does. If these types of operations have the intention of pressuring the government, they might constitute the use of prohibited “intervention” or prohibited “force usage”. A cyber operation which is called as an armed attack triggers the use of individual or total self-defense rights.

Next two chapters discuss the cases and scenarios of this new war, and suggest to plan and maneuver like the air operations which would bring the victory.

3. Possible scenarios concerning the operation environment

In a report published in Defense News magazine dated 15 January 2013, it was mentioned that US Army Intelligence and Information Warfare Directorate was making the study about the penetration into closed networks via electromagnetic waves. It was stated that Tactical Electromagnetic Cyber Warfare Demonstrator program which is conducted in this context had two purpose; one to steal data via closed cable networks, and the other to leak data into these networks. This technology would be possible by means of a drone flying over the area where the target networks are located. Despite the successful results acquired in the tests carried
out, this technology is not yet ready for use due to the limits of efficient range and bandwidth. The source of waves must be very close to the target network and the transfer of complex data takes a long time.

Especially in terms of understanding the point better, Electronic Attack (EA) within classical EW and Cyber Electronic Attack should be compared. During classical EA, we jam the instrument of threat that sees us. For instance, radar of a SAM system is targeted. Therefore, the threat could be jammed in the time frame when it looks at the platform where the threat is tried to be protected. Thus, whenever the threat system looks at the protected platform, the jamming signal needs to be reproduced with the same efficiency, and transmitted continuously. However, in a Cyber EA the target would be the central processor unit of that system, in other words ‘its brain’. The real purpose here is to send a software code to the threat system’s brain, as a result of the attack to be carried out. Different from classical EA, it would be sufficient to accomplish this process only once. Another point which should also be stated is that; when Classical EA is applied, the threat would notice that it was exposed to jamming and would be able to take necessary precautions; however, when a Cyber EA is applied, it would not be noticed that easily or it would be too late when it is noticed.

A similar goal is pursued in ‘Suter’ project, run by BAE Systems. “Suter” project which was managed by ‘Big Safari’, a secret unit in US Air Forces, was integrated in UAVs and had been tested in Iraq and Afghanistan since 2006. It is considered that Israel also used a similar technology in order to blind the radars when bombing Syrian nuclear facility in 2007.

Unmanned aerial vehicles (drones) that are developed for military and intelligence purposes seem to face difficulty when stepping in the public domain. After a short while when the Amazon Corporation announced its project about transporting its cargo with drones, hacker Samy Kamkar introduced an invention, serving as a warning. The drone called Skyjack which is developed basing on the model Parriot AR Drone 2, brings the unmanned aerial vehicles under control by means of the wireless signals transmitted during flight. Kamkar, who made his name with the hacker attack that had taken down MySpace in 2005, and then detected a lot of security gaps in many fields including credit cards, run SkyJack with the smallest computer of the world, Raspberry Pi. The program that he has loaded into the aircraft, in which he uses USB battery and two wireless adaptors is Linux based and it has been developed to deviate the drones.

Cyber attack of SkyJack that inebriates the drones has a simple process. First of all, one of the wireless adaptors detects nearby wireless connections and disconnects the unmanned aerial vehicle that enters the network coverage. Then, the other adaptor connects the idle drone with itself via the network it has created. Later on, the ‘zombie drone’ can be directed as desired by Javascript commands sent from tablet computer or laptop. This system can be applied on the mobile platform and on the desk subjecting to the network coverage (Kamkar S., 2013).

Another serious threat is the authorized users in the network who have the advantage over the outside attackers in terms of damaging the corporation. Fire walls, intrusion detection systems and access control systems are generally executed against the threats that would come from outside. However, network users might be informed about the information security policy, methods and technology of the corporation as well as the gaps inside these systems which could be exploited.

By the “Cyber Insider Threat-CINDER” program being developed by US Defense Advanced Research Projects Agency-DARPA Information Innovation Office, it is aimed at determining the cyber espionage operations that might be conducted in the military networks. Raytheon Company of USA argues that an effective solution of a cyber threat should be one step ahead on the threats proactively. “SureView’ program developed for this purpose, not only focuses on the behaviors of malicious codes in the network, but also the security policy breaches of the users. Collected user data such as keyboard typing, mouse movements, opening documents or visited web sites can be watched as video in almost real time. By keeping the fingerprints of the corporation and the critical files of the network, this program can also warn the intrusion attempts to be made.

It should be considered that below scenarios concerning the operation environment might take place:

- Changing digitally the coordinates of the secret level air pictures,
- The misinformation about the operation being published on the official page of the Joint Chief of Staff, after DNS (Domain Name Server) servers had been captured,
• Making the drone systems get out of the control or capturing the expedition images acquired after a virus attack in the ground control station of these systems,

• Taking over the control of satellites, preventing and directing their communication systems as a result of the cyber attack in the ground control systems of the satellites,

• Changing, stopping or erasing the data stream after Tactical Data Link systems were jumbled when their crypto and codes were deciphered,

• Affecting the operations with special viruses produced against electricity generation and distribution systems,

• Giving false information to the aircrafts that would land on the square, and causing physically great damages to them by sending cyber attacks to the computers of navigation systems such as GCA, RAPCON, TACAN and INS.

4. Planning and cyber maneuvers

Logical maneuver capability in the cyber space is a function of security protocols that are generally used by the host computer systems. Defense against the entry of unwanted systems is included in the code or logic of the host computer’s system. After a connection is established among the systems, a potential attack needs to utilize a logical error in order to enter the system. Therefore, logical maneuver format in the cyber space is code-writing (Akyazi U., 2013). The attacker writes malicious codes in order to acquire maneuver capability against the targeted systems. When an unwanted entity is noticed in the system, the security system would change the system code to prevent the entry. The attacker, desiring to remain in the system, customizes the malicious code in this direction. This process is the equivalent of the forces that maneuver in order to acquire advantageous positions in the fields of traditional air, land, space and marine theatres. In Table-1, examples of the applications of Air and Space Power Usage Principles in the Cyber Space Operation are given.

Planning and execution of air operations are carried out by CAOCs which are the decision and control centers in operative level. Having the decision superiority that has critical importance for the success of the operation in CAOC where 1000-1500 flights are planned and their execution are followed daily during the operation, appears to be a force multiplier. The purpose of operation is a decision that is made depending on political evaluations and that directs the operation planning process. Planning process executed by CAOC starts in this process. Following three stages; target selection, ammunition choice and aircraft allocation can be regarded as the most important stages for the success of the operation. Selected targets are needed to provide the maximum contribution to the final purpose of the operation, using the most convenient sources within the shortest time. After the targets are selected, suitable ammunition to be used will be allocated. At the next stage, the allocation of bomber aircrafts that would carry the relevant ammunition, damage the enemy targets and contribute directly to the purpose of the operation, will be carried out. Finally, Air Task Order that includes assignment details of the aircraft and ammunition to be used for attacking the selected targets will be produced, and then execution begins (Arslan O., 2012).

Air Forces Cyber Task Order (CTO), a significant product of the duty cycle, is used by the cyber space forces to receive and carry out their missions. Cyber duty cycle depending on air task cycle is an iterative process which is used for the planning, coordination, execution and evaluation of cyber space operations. In order to support the crises, duration of the cycle could be extended or shortened in accordance with the course of the warfare. In order to prevent the conflicts and preserve situational awareness, the whole cyber operations should be involved in CTO. At the planning stage, in order to complete the CTO, Operation Center uses COMAFFOR / JFACC directive, rules of engagement (ROE), joint priority target list.

Legal issues and international legal liabilities are also applied in the use of cyber capabilities. International and municipal law, political decisions, law of armed conflicts and rules of engagement do constitute the legal framework in which the operation activities are evaluated. Generally, the military legal expert in the quarters of the commander, counsels the relevant commander about carrying out cyber space operations legally. Legal support personnel should have access to information, process and programs that are used in cyber space operations, and also mastery on the basic cyber technologies (AFDD 3-12, 2011).
Table-1: Cyber operation applications of air and space power usage principles

<table>
<thead>
<tr>
<th>PROPERTIES</th>
<th>PURPOSE</th>
<th>SAMPLE CYBER SPACE OPERATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central Control, Decentralized Execution</td>
<td>Control by an air commander who has a broad point of view; execution by people who best conceive the tactical specifics of a dynamic operation.</td>
<td>Cyber operation concept of the commander changes into actions that are executed by Regional Combined Air Operation Centers (CAOCs) and local Network Operation Centers.</td>
</tr>
<tr>
<td>Flexibility and Versatility</td>
<td>Applying the weight center and maneuver principle in each level of the warfare at the same time.</td>
<td>Flexibility and versatility are included in the own nature of cyber space. A small piece of code could create tactical, operative or strategic impacts, depending on the target.</td>
</tr>
<tr>
<td>Synergistic Effect</td>
<td>Combining the use of forces in order to create more impacts from the individual contributions of power elements.</td>
<td>Supporting the solid, continuous and sustainable connections along with the integration of C4ISR that support real-time joint operations.</td>
</tr>
<tr>
<td>Continuity</td>
<td>Executing continuous operation that enables shooting the targets over and over again, in a level that is close to desired.</td>
<td>Distributed Denial of Service Attacks (Going on until a conscious respond is given)</td>
</tr>
<tr>
<td>Concentration</td>
<td>Focusing the penetrating power at the right time and place.</td>
<td>Simultaneous cyber attacks at more than one network</td>
</tr>
<tr>
<td>Priority</td>
<td>Determining the right priorities for the use of air power.</td>
<td>Prior ISR requirements</td>
</tr>
<tr>
<td>Balance</td>
<td>Balancing the opportunity, necessity, effectiveness and productivity against the risks owned by friendly forces</td>
<td>Air Force Networks can be used by the staff of Air Force and other forces, non-governmental organizations and military members of coalition (if required) in order to meet the national security requirements</td>
</tr>
</tbody>
</table>

5. Results and recommendations

Cyber space is expected to have effects on the operation environment in each level. Correspondence between the troops of Air Forces Command and the operation center is provided via a secure communication network. Air operation can be planned via operation, intelligence and flight training modules included in the Information System that uses this communication network. During the operation carried out, information related to the surface and air components can be followed closely to the real time, and this information can be transferred to the Information System via air defense system by means of land, marine and air platforms using Link-1, Link-11 and Link-16. Thus, the entire operation area is exposed in the Information System and situational awareness is provided. If a system that provided such a great integration is exposed to a cyber attack, the use of air power would be disrupted in a great scale. Therefore, it might also affect the use of air power in the land and marine operation. Thus; it is considered that Air Forces might be affected from a cyber attack more than others and it is necessary to determine the cyber threats which concern the air power in detail, as Air Forces especially uses the modern technology and Information System actively.

Most of the operating system, application software and hardware that are both used in open and closed networks are composed of commercial products. No matter how their system entry/exit opportunities such as USB, CD and printer/scanner are limited and controlled, data entry/exit permission is given to the computers in closed networks. Using the same CDs also in the internet might cause the closed network to be exposed to the attacks in the internet, because malicious software can hide themselves inside the files and infect into the systems via these programs. Systems that have the capability of stealing data from closed cable networks and leaking data into these networks are being developed by means of an unmanned aerial vehicle that flies over the area where the target networks are located. Therefore, all the security software in closed networks should be installed and updated.
Ugur Akyazi

As it is included in NATO Cyber Defense Policy (2011), cyber defense issues must be integrated into the Armed Forces structure and planning processes; awareness programs should be developed and cyber components should be added to all military exercises. For the planning, coordination, execution and evaluation of cyber space operations, a cyber duty cycle depending on air task cycle could be used. Cyber security cells should be added to the operation centers and cyber operation centers that support the operation should be established. In addition to the technical elements such as information systems security, communication network security and forensic analysis; executive or consultant personnel that would serve on the subjects of intelligence, operation and law should be assigned. As knowledge and experience is gaining importance in cyber defense, a sub-domain of “Cyber Defense / Information System Security” should be established within the armed forces in order to provide the sustainability of expert and qualified personnel on the subject.
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Abstract: Digital Forensics is a multi-disciplinary applied science ‘governed’ by legislation. From an academic perspective the nature of digital forensics creates a number of challenges in the classroom. It requires the mentor-tutor to include criminology, psychology, sociology, law, forensic science, mathematics, and computer science in his expertise and develop and maintain an airtight learning environment that promotes freedom and academic excellence while ensuring and assuring its external boundaries (in a continuous manner) by employing appropriate forensic controls. This introduces a difficulty and complexity in the mentoring capabilities of the academic that is seldom recognized by management. In our paper we discuss our lean approach in educating digital forensic investigators, present our learning environment and argue that playing games is indeed the best method for transferring skills and knowledge to the different types of scholars studying towards an academically accredited digital forensics qualification. We also attempt to identify whether professional qualifications in the field of digital forensics could enhance the student experience and improve the student employability.
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1. The challenges

Digital forensics is an amalgamation of forensic science and computer science and is governed by strict and rigorous rules and regulations. According to (Schweitzer, 2003) digital forensics is

“the science of acquiring, retrieving, preserving, and presenting data that has been processed electronically and stored on computer media.”

Palmer (2001) defines digital forensics as:

“the use of scientifically derived and proven methods toward the preservation, collection, validation, identification, analysis, interpretation, documentation, and presentation of digital evidence derived from digital sources for the purpose of facilitation or furthering the reconstruction of events found to be criminal, or helping to anticipate unauthorized actions shown to be disruptive to planned operations.”

Individuals pursuing a career in this discipline are required to have an ‘enriched’ background drawing elements of practical experience from fields as varied as sociology, psychology, forensic science, computing and the law. The challenge faced by educators is to train individuals, many of whom have no prior theoretical or practical experience in the aforementioned fields, in the following skills:

- Sound understanding of the forensic science principles
- Practical knowledge of the different types of computer crime
- Understanding and practical knowledge of managing a digital crime scene
- Sound understanding and practical knowledge of managing evidence of user activities
- Ability to use with competency digital forensic toolkits
- Ability to follow strict policies and procedures with meticulous record keeping
- Good understanding of people and their motivational catalysts.
- Knowledge of evidence law and legal procedures.
- Ability to write reports on technical issues in a non-technical manner
- Ability to address large audiences in a formal manner and affect their decision making process.

Plato in the Republic indicates that there are two different forms of vision, the mind’s eye and the bodily eye. The bodily eye is a metaphor for the senses of the prisoners in the cave. We use the prisoners as a metaphor for our full time students that operate in the protected academic environment of their University, which is the
cove. The mind’s eye is a higher level of thinking, and is utilised only when the prisoner (the student) is released into the outside world and in this case when the student graduates and gets a full time job. When students graduate they are forced to act in a ‘real’ corporate environment and combine their knowledge to solve real life problems; that’s when the students can truly learn, develop and use their higher level of thinking. Hence, the first challenge for the mentor-tutor is to encourage and enable the students to use their mind’s eye during their University studies.

In order to address the aforementioned challenges, and the learner’s requirements discussed at a later section, we have developed an educational approach that is experience based (Kolb (1984), Boud et al. (1985)), learner centred (Tudor, 1993) and problem based (Schmidt, 1993) for enabling the students to understand and appreciate the inter-disciplinary nature of the digital forensics, and be able to link the theories with the real problems in the field.

We also argue that for students to learn effectively and in depth, they need to feel as being valued and belonging. It is only then that they are likely to be able to engage with the business of learning. Hence the second challenge for the mentor-tutor is to establish a certain culture, following the strict principles that are discussed later, and the third challenge is to actually promote that culture amongst the student cohorts.

This work presents our approach to the delivery of the digital forensics programme to the students. We also investigate areas that a professional certification could be incorporated in higher education and how this could be implemented. The principle is the current curriculum practise in digital forensics offered at our institutions. The study is lead mainly by observing the student achievement throughout our experience in academia. We explore the current teaching and learning methods and a combination of methods that include elements from the professional qualification courses.

Therefore, we review the current literature in learning and teaching in relation to digital forensics and the professional qualifications that are offered, we attempt to identify the academic and career benefit of professional qualifications in the area of digital forensics for students in Higher Education and discuss the curriculum implications towards the current practise.

2. The learning axioms and models

The literature shows three schools of thought in learning and teaching. The Behavioural approach examines how the student behaves and the focus is to create a good environment that can facilitate teaching and learning based on individual needs. The Humanistic approach encourages self-knowledge and personal development. The Cognitive school of thought pays attention on how knowledge is acquired in order to contribute to student learning. (Cruickshank et al., 2009)

Using the principles from the aforementioned schools of thought, and data collected from delivering undergraduate and postgraduate modules in the field of digital forensics since 2001 we have concluded to a number of learning axioms:

- Learners need to understand the relevance of what they are learning and how it relates to and has relevance to their future employment.
- Learners prefer to take responsibility for their decisions and actions and value the ability to self-direct their learning.
- Learners have accumulated a great volume of experience over time, which could enhance their learning and necessitates individualisation of learning strategies.
- Learners relate better to things that they can equate with real-life problems.
- Learners have a task-centred orientation to learning and like to feel free to focus on the task or problem.

Clearly, we refer to learners studying towards an academically accredited digital forensics qualification offered at a University in the United Kingdom. Each school of thought has inspired academics in developing different learning models.

Bloom’s taxonomy of learning (Bloom and Krathwohl, 1956) suggests a model that classifies thinking according to the level of complexity required by the learner, the hierarchy of the cognitive domain to an individual’s
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learning. His taxonomy is still valid after all these years due to the fact that it clearly sets the goals and objectives for creating learning outcomes. His model has a hierarchical approach, where the students need to ‘master’ a base level and continue to the next one. It is considered as a traditional teaching and learning being satisfied by six objective levels. The knowledge, comprehension and application of the subject area are the lower levels of the model, where the learner respectively remembers, understands and applies the knowledge. The three upper levels of his hierarchy are the analysis, evaluation and creation, aiming to promote the critical thinking of the learner (Ennis, 1993). The taxonomy as demonstrated in figure 1, is considered as an effective model that ‘has given rise to the educational context’ (Forehand, 2005).

![Figure 1: Bloom's taxonomy of learning](image1)

Bloom’s taxonomy follows the cognitive school of thought, and the aim was to influence the cognitive domain. However, later versions of the taxonomy discuss skills in the affective (Krathwohl et al., 1964) and psychomotor domain (Simpson (1972), Harrow (1972)). The aim of the additional work was to measure the knowledge, the attitude and the skills of the learner. It can assist in building the learner centred and the problem based approach by constructing the appropriate learning outcomes for the students.

Kolb (1984) supports the behavioural school of thought and effectively mentions that there are a number of learning and teaching views and styles, because different types work for different people. His model is flexible and adjusts to the needs of his cohort, see figure 2. He supports the experiential learning and claims that

“learning is the process whereby knowledge is created through the transformation of experience. Knowledge results from the combination of grasping experience and transforming it.”

![Figure 2: Kolb's learning styles](image2)
He parallelises learning with a circle in four stages that lead the learner to four forms of knowledge:

“divergence, achieved by reliance on apprehension transformed by intention; assimilation, achieved by comprehension transformed by intention; convergence, achieved through extensive transformation of comprehension; and accommodation, achieved through extensive transformation of apprehension.”

Kolb’s forms of knowledge also define his learning styles (Kolbs, 2000). Under these terms Kolb’s learning style can be a tool for experience, learner centred and problem based learning.

Biggs and Collis (1982) presented the SOLO (Structure of the Observed Learning Outcome) taxonomy. A few years later they defined it as ‘the level of abstraction that a learner uses when handling the elements of a task (Biggs and Collis, 1989). They tried to set the standards for lifelong learning. The model suggests a continuously developing process for the learner. It extends from the knowledge the learner has not yet obtained to the knowledge he has mastered. Two phases and five stages constitute the SOLO taxonomy. Similarly Bloom’s taxonomy, the SOLO can also be represented in a pyramid as in figure 3.

![SOLO Taxonomy Diagram](image)

**Figure 3:** The SOLO taxonomy

On the pre-structural stage students hear, ‘but academically show little evidence of relevant learning’ (Biggs and Tang, 2007). On the uni-structural phase could be described as the surface learning when the students familiarise with the terminology and describe some points. On the multi-structural phase connections to the subject area have started developing at the same time with ideas. The qualitative phase represents the understanding of the learner. On the relational phase the appreciation of the subject area has developed and ideas can be linked, while on the extended abstract phase the student can link his ideas with the subject area and combine different themes.

The SOLO taxonomy describes how the way of thinking can change through learning. It could be metaphorically interpreted as the development of knowledge from birth to adulthood. In higher education it can apply as the concept of moving from teaching to learning. The cognitive nature of the SOLO taxonomy is also a tool that can be used to achieve experiential, learner centred and problem based learning.

### 3. Learning digital forensics – our approach

Following Bloom’s taxonomy of learning and in par with the British Forensic Science Society we have concluded to the following learning boundaries between each programme level:

- **Level 4:** The scholar must develop theoretical and practical knowledge of the computer science and of the forensic science principles that will allow for the effective and appropriate management of digital evidence while comprehending the issues that modern technologies introduce in their presentation.
Level 5: The scholar must apply the theoretical and practical knowledge developed in level 4 for analysing digital evidence regardless of the medium they were collected from, while comprehending the legal issues that relate to the different computing technologies.

Level 6: The scholar must analyse new trends in computing and forensics for synthesising an opinion that will allow for the evaluation of case work.

A waterfall learning approach though is not considered to be appropriate in the current knowledge based computing era, nor it is deemed to be lean (given the hindrances that the modern operational University framework introduces to the learning cycle). A combination of the discussed frameworks, models and theories appears to be the most effective for engaging the students in learning. Based on the behavioural school of thought every student has different needs, but based on the cognitive school of thought we need to assist in the knowledge acquisition and based on the humanistic school of thought we also need to encourage the personal development of each student. To address the above needs we follow a spiral approach (overlaying Kolb’s learning styles over Bloom’s taxonomy) over the three year duration of the undergraduate degree in using the following learning modes:

- **Reflective learning**: The reflective practitioner theory (Schön, 1991) emphasises relations between knowledge and experience and suggests that individuals reflect in an attempt to link theory to practice. Scholars are reflecting on their activities and processes of working together through team contracts and individual reflection reports that they have to prepare and submit for their formal assessments. The majority of the in-course assessment is group work that reflects over past work that other scholars have completed. Each scholar is keeping a template log book over the duration of the programme that can then be used as a point of reference when conducting digital forensic investigations.

- **Problem based learning**: Biggs (2007) comments that reflective learning has the same aim with problem based learning. Scholars work in small groups examining service user-centred scenarios or case studies that are driven by the needs/problems of our industrial partners. The majority of the in-course assessment is group work that builds over past problems that other scholars have encountered/introduced. The idea is that scholars work cooperatively in order to achieve both subject learning outcomes and transferable teamwork skills as a method of aligned teaching (Biggs, 2007).

- **Experience based learning**: Scholars role-play with other students, guest lecturers and practitioners from the industry as an important part of gaining practical experience throughout their studies. They participate in a three year simulation that is making use of the learning environment that emulates a digital forensics laboratory following industry standards and current practice from the field. Simulation can provide a relatively safe context in which scholars are able to practice skills and receive feedback in a way that would not be possible in a real environment. The pinnacle of this method of learning is the mock trials where scholars present their investigation findings to a magistrate and they are cross-examined by their peers.

### 3.1 Professional qualifications and curriculum implications

The new higher education era drives us to a competitive and demanding future. Therefore, we need to perceive whether we need to demonstrate quality in the field or superiority amongst our competitors. Irons and Konstadopoulou (2006) discuss about professionalism in the field. There are a number of technical expectations and requirements that need to be considered in a digital forensics course curriculum, but yet the academic perspective should be preserved.

The academics involved in teaching digital forensics need to ensure the delivery of digital forensics address the following potential curriculum implications, such as the practical application of the science, the right balance between theory and practice, and the legal and ethical requirements that need to be considered for a digital forensic investigator. There are also pedagogic requirements, research on the specialist subject and also specific resource requirements.

In order to meet these, there is a need for further research and development in learning and teaching techniques of some disciplines. In specific, the investment in the digital forensics research will enhance the quality and the content of the material produced and offered to the students. This will then lead towards more practical programmes enhanced by professional certifications and accreditations.
In an attempt to meet the requirements for a complete and current academic programme, the curriculum design should pursue the academic value. The Higher Learning Commission (2012) defines the criteria for the accreditation of an academic programme. These criteria could be implemented in any programme regardless the discipline; their core components can adopt in any field, but also outline a complete framework of the values required in digital forensics. Such a framework could also probably adopt certifications and professional accreditations, due to the flexibility of its criteria design.

4. Assessment in digital forensics

4.1 The theory

“Students can escape bad teaching; they can’t escape bad assessment” (Boud (1995) in Race & Brown (2001)). The purpose of assessment ideally should be to motivate the scholars, stimulate their interest, allow them and their mentor/tutor to track their progress and provide feedback. However, “assessment defines what students define as important, how they spend their time and how they come to see themselves as students and then as graduates” (Brown, 2001), which requires strategic decisions from the academic in setting appropriate learning outcomes and assessment methods. It should evaluate the students’ contribution in the area of studies and show them the way for improvement.

Summative assessment is the ‘formal’ assessment (Fry et al. (1999), Biggs (2007)), guided by the need to measure achievement in relation to the aims and objectives specified for the programme, and the specified learning outcomes of the individual modules. The summative assessment evaluates the scholar’s achievement after the learning process.

Formative assessment or ‘feedback’ (Fry et al. (1999), Biggs (2007)) is the ‘informal’ assessment, guided by the need to provide scholars with developmental feedback. Of particular importance is staged feedback to enhance performance. This type of formative assessment encourages reflective practice, develops academic and personal skills, builds confidence and promotes deep learning. The summative assessment must be continuous throughout the learning experience.

4.2 The application on digital forensics

Overall, scholar achievement is assessed across the whole programme both formatively and summatively. It is recognised however that achievement of some components may be more difficult to assess, because of the multidisciplinary nature of digital forensics. Nevertheless, graduates should have achieved the ‘Extended Abstract’ understanding of the subject area through their assessments. (Fry et al., 1999)

In digital forensics it is important that scholars acquire the investigative and goal oriented way of thinking and the ‘expert witness’ code of conduct. Group assignments and group work will promote team work and will assist the scholars in developing the necessary skills, which relates to the real world and promotes their employability. Scholars can undertake large scale group projects on the full investigation of digital media and produce project contracts, project initiation documents, project plans and personal development planning. This type of assessment is both formative and summative.

Ennis (1993) discusses the value of critical thinking through assessment. In digital forensics critical thinking can be developed through a number of discussion sessions using real life case studies from various security incidents and network attacks. The scholars can advance their incident response skills by analysing the case studies, which can promote critical thinking and critical evaluation. At the same time they can be assessed from their peers and present their research findings. These can take place during tutorial sessions and assess them formatively.

A professional digital forensic investigator will need at some point to present evidence in court, either as an expert witness or a technical witness. Therefore, presentation skills are a prerequisite for the professional. Legal and technical modules aim to cover this need in the terms of content. However, oral presentations of findings are essential to assess the scholar and prepare him for the future. Oral presentations can be recorded (Biggs, 2007) and feedback could be based on those recordings by the tutors and by the student’s peers. This technique assists in the development of the communication and the presentation skills of the student. Van den Berg et al. (2006) argue that peer assessment ‘resembles professional practice’, an asset for the digital
forensics students. Even though oral presentations are considered as a form of summative assessment, the formative peer review can improve this process (Wright and Jones, 2004) and combine both assessment methods.

Assignments as well as portfolios promote deeper learning (Biggs, 2003). Report writing is a critical component for the forensic investigator’s work, thus the development of this skill makes it an essential type of assessment on a digital forensics programme. Even though the assignment can provide formative feedback to the student, it is mainly treated as a summative assessment from the student (Covic and Jones, 2007). In the digital forensics discipline specific tasks can be assigned to the scholars that involve independent study, research and critical evaluation of terms and issues in order to promote thinking, analytical and report writing skills.

The portfolio is a selection of work and requires effort both for the scholar to create it and the academic to assess it. However, it promotes creativity (Biggs, 2007) and can also assist in the achievement of the qualitative phase of the SOLO taxonomy. The portfolio is mainly summative assessment; however it can be formative if the academic acts as the facilitator and provides feedback, revises and collaborates with the students (Elbow, 1994). A good example of the portfolio assessment could be a digital investigation of a hard drive, as a practical assignment during practical sessions that is then reflected in a portfolio as a collection of work. The scholars could select their most important findings and include them in their portfolio.

5. An example on the current practise

There has been a lot of discussion at our institutions concerning the official adoption of a professional training as part of the undergraduate programme. There are multiple ways this could be implemented and a number of options have been considered, such as the EnCase Academic Program (Guidance, 2014). This is a learning and development programme, where the students study towards the EnCase certification. The core units are driven by the EnCase software, one of the main tools used by the digital forensic investigators in practise. This option could enhance the student experience (Foskett and Maringe, 2010) and potentially the practical expertise of the graduates. However, the planning of this option has not been implemented yet due to cost limitations and commitment issues.

However, we have employed and run an in-house expert witness training (BondSolon, 2012) that prepared the students in writing expert witness reports and presenting their evidential findings in court. This is offered as part of a third year core module in two full days training and the students receive a certificate of attendance.

The feedback that has been received by the students was very positive throughout the years the training was offered to them. They completed evaluation forms, where they used expressions such as: “This was brilliant”, “Absolutely awesome”, “We should have done this earlier in the course, loved it”.

The training required an expert to deliver it with experience in writing effective expert witness reports and presenting evidence in court. An academic may have the expertise in a certain field; however she may lack the practical involvement in specific areas of the discipline required to enhance the student experience.

The expert witness training is a good example of an attempt to adopt professional training as part of a digital forensics undergraduate programme. It involves an external delivery body for the course and offers a professional certification to the students that can potentially enhance their employability in the future. It appeared the course adapted well to the host module and enhanced the student satisfaction.

The students receive a vocational qualification mostly required in the industry to their benefit, additional to their University degree and are professionally prepared for presenting their findings in court; an important component for the digital forensic practitioner.

There is no evidence whether the expert witness training has enhanced the student employability as there is no data to measure this yet.
6. Conclusion

The students who study digital forensics perceive academic qualifications from academics in the University and then apply their knowledge in practise through a practical role industry. As Ramsden (1991) states about the aim of teaching is to make student learning possible.

Therefore, the requirements of the current practises need to be met in a way that advances and enhances the learning experience in the University environment. The implementation and adoption of different techniques might be a necessity.

A number of theories and models are involved into our teaching and learning approach for educating and training digital forensic investigators. Throughout our arguments we refrained from referring to commercial vendors and product training as we deem this to be the by-product of a proper education. Instead, we use an integrated learning and teaching strategy that addresses the specific requirements in the field of digital forensics, taking into consideration the requirements and needs of our industrial partners and contributing to the achievement of the intended learning outcomes of the programme. Training is not education but proper education does involve an element of training. It is in the best interest of the commercial vendors to continue to provide professional accreditation through the academically accredited programmes and it is in the best interest of Universities to continue using experience-based learning.

Kubler and Forbes (2005) describe the different student employability profiles; cognitive skills, competencies, technical abilities are among other qualities the employers may be looking for in an individual. The list also includes though practical elements and vocational courses, immediately raising the need for the adoption of professional certifications and accreditations in higher education in general.

The different frameworks, models and theories discussed in this paper around teaching, learning and assessment should be considered and applied, and perhaps more models and approaches should be examined and reviewed in the future. Our hope is that all scholars can develop an independent learning culture as they are being exposed to a challenging learning environment and a strict learning culture.

Our approach involves a series of lectures and seminars supported by a series of assessed controlled experiments in specialised research laboratories and a series of workshop programmes including internal and external practitioners to assist experiential learning. A research led directed reading programme, participation to research activities and independent study are imperative to promote critical thinking.

Digital forensics is a relatively new discipline. There is not enough guidance or research with established results yet to define this need in the field. However, based on the current findings it appears that certifications could develop an independent learning culture for the students that could improve their employability.

Our ongoing research in this area aims to identify the academic and career benefit of professional qualifications in digital forensics for students in Higher Education. The study will be strengthened by collecting information and analysing trends from recent graduates and current students in order to measure their career progress with and without professional qualifications.
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Abstract: This paper continues the process of laying the groundwork for a new comprehensive academic theory on Cyber Macht (Cyber Power). The first paper served to lay a foundation for this proposed theoretical construct, while the second paper focused on global influence, namely the fact that the ability to influence events no longer resides primarily at the national or even governmental level. Specifically in that latter effort, the authors stressed that small groups of people and even individuals with a potent message and a well-chosen audience were able to broadcast their message, excite a population, and even initiate an attack. This paper focuses on Knowledge Accessibility, notably that information that was previously difficult to find or access is now fully indexed, searchable, and downloadable over the Internet. Even information that is intended to be restricted can often now be obtained through direct, targeted action. This new theory that the authors are endeavoring to develop, starts with the fact that communication paths and changes in connectivity have allowed power to become globally distributed. The root cause of this shift is the enormous increase in access to information for all people around the world. Extra-national groups and individuals can take advantage of this dramatically increased connectivity and influence events far beyond the previous normal range. It is our desire that this new theory will reference power and influence operations including the ability to shape the information in this new cyber era, while still protecting the assets and maintaining the ability to get accurate and relevant information from multiple sources and channels. Likewise throughout this entire series of papers, the authors’ concept has been motive-neutral ... i.e. we do not assume that Cyber Macht will be used benevolently; instead it is simply a force for good or for evil, that can be harnessed to influence national policies, actions, and perceptions. Finally, the authors of this paper believe that the only way to have a comprehensive approach to the development of theory on Cyber Macht, is to involve not only the academic community but also the various strategic centers of excellence across the DoD and State Department, which we have endeavored to accomplish in this research.
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1. Introduction

The world has changed immensely over the last three decades with respect to access of knowledge. Whereas information was previously more centralized, restricted, and controlled, that is no longer the case in the world of Cyber Macht. For example, satellite imagery that was considered classified 50 years ago is now viewed as inferior to Google Earth imagery, which is available to all with a click of the mouse. Likewise, the ability to move data via the internet or even more pedestrian methods such as a memory stick, has transformed the manner in which the world operates. No longer is key information stashed in a safe, where only a limited few have access, but instead a tremendous amount of knowledge is now being posted to the cloud or other readily accessible databases. All of these changes taken together have turned the access to information completely on its head, as will be shown in this paper. In the interest of increased connectivity and productivity, information is instead made readily available to all with the correct URL, password, or a credit card. Unfortunately these relaxations of the old checks and balances that existed previously through physical security measures, have long since evaporated and we now live in world of near instantaneous and constant access to knowledge as desired, but not necessarily as required. A good example is the National Security Agency (NSA) and Edward Snowden, which is detailed in our enclosed Case Study. This vignette demonstrates that unlimited and lax access to critical information may be convenient but also concentrates critical information, dramatically increasing the value of penetration to our adversaries. To that end, it is the authors intent in this paper to detail how the global power structure has changed with this increased and near universal access to knowledge and data and to make recommendations for protecting this information and to move forward.

2. Why is access to information changing?

Information is and always has been a somewhat nebulous term, but in this new era it possesses a capability that is now considered crucial to the success of American national security. However, there are still many questions regarding how to most successfully utilize this element of power. Because the use of data crosses so many boundaries within the interagency processes, it is often very difficult to quantify exactly what constitutes an information campaign. That is because other organizations within the federal bureaucracy, such as the
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State Department, which have traditionally concentrated on diplomatic efforts to support American interests abroad, are now instead being asked instead to facilitate strategic information or communications activities around the world. This kind of tasking often belies the normal chains of communication and day-to-day procedures for the State Department, especially with the demise of the USIA activity in 1999. More often than not, the most recent attempts to conduct strategic high-level information activities in the United States at the Executive Level are subjugated to a more tactical set of options that are normally conducted by the Department of Defense (DoD) as part of its standard set of operations.

The contemporary world is now in a period of manipulated images, where nations, groups and individuals all attempt to manage the messages that are received. Information campaigns have been advocated and theorized to be conducted in a very similar manner, whether one is ‘selling’ merchandise like a soft drink or a threat to national security like weapons of mass destruction. The whole idea which the acolytes of informational power advocate with respect to Information Operations (IO) is to influence the mind of the consumer or the public, to get them to believe in a product or cause. The nature of power has changed and information and perception management figure prominently in any effective exercise or power strategy. To date, the authors have not witnessed this revolution in the use of information, notably this transformation of the structure of power around the world. Broad, strategic governmental adoption of these approaches has not taken root on a global level although there is widespread evidence of tactical use With regard to massive fundamental changes envision within the United States federal government, particularly with respect to influence campaigns, the authors do not believe they have occurred and, in many cases, our research indicates foreign policy operations are still conducted using traditional military and diplomatic methods.

2.1 Initial IO theories

These transformational ideas of how one can use information are crucial, because as the events of 11 September 2001 indicate, military, political or economic power are often simply ineffective in dealing with these new kinds of threats to the national security of the United States. The aforementioned terrorist attacks were a blow to the American public and government images that affected the perceptions of many Americans. In addition, as this paper will indicate, the fear produced by these terrorist acts can only be defeated by using a comprehensive plan, in which information is a key element. For, as both Arquilla and Ronfeldt (1999) argue, in the future it will be networks that will be fighting networks. Operation Enduring Freedom and Operation Iraqi Freedom were such examples, where networks in the form of information campaigns fought networks made up of perceptions, and the side that ultimately emerged as the victor, was the one that can best shape and influence the minds of not only their adversaries, but their allies as well (Advisory Group on Public Diplomacy for the Arab and Muslim World, 2003).

The shift from the industrial age to the information environment may mean that the United States will not remain the dominant player in the political arena. For example, Arquilla and Ronfeldt (1997a, 1997b) write that nation-states are losing power to hybrid structures within this interconnected architecture, where access and connectivity, including bandwidth will be the two key pillars of any new organization. They posit that truth and guarded openness are the recommended approaches to be used in both the private and government sectors to conduct business, and in their opinion, time zones will be more important than borders. It will be an age of small groups, using networks to conduct ‘swarming’ attacks that will force changes in policy. Key features include:

- Wide open communication links where speed is everything
- Little to no censorship, the individual controls his own information flow
- Truth and quality will surface, but not initially
- Weakening nation-states and strengthening networks

2.2 Changes in IO theory in the post 9/11 environment

In the last 12 years, many of the earlier theoretical concepts of IO have been tested in conflicts and cyber active engagements, with a number of ideas being validated, but also quite a few that have turned out to not be correct. It is in this chaotic early stage of a new era, when the disconnect between theory and reality is perhaps greatest, and in particular the inability to match a strategic theory to the changes in the power structure of the federal government are most noticeable and very evident in the United States.
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The changes that are mentioned in Noopolitik were truly revolutionary and describe a profound shift in the nature of power. Unfortunately, this transformation has not been translated from a strategic concept to tactical actions (Kuusisto, 2004). Thus the intent of this paper is to try to fill that void because, as related in Rosenau (1998, p. 33) “[a] new lexicon is needed for this purpose...there is a huge gap between our sense of profound transformations and our ability to grasp them from a huge shortage of the tools needed... our vocabulary and conceptual equipment for understanding the emergent world lag well behind the changes themselves.”

So while Soft Power and Noopolitik may have struck a chord within the Department of Defense and a number of federal agencies at some point, to date, none of these attempts to develop an overall encompassing IO academic theory for what is happening with regard to information has developed into an accurate and comprehensive construct across the United States as a whole. Even the authors of Noopolitik themselves - Arquilla and Ronfeldt - note as much in a recap to their book The Promise of Noopolitik, published eight years after the original publication of Noopolitik (Arquilla and Ronfeldt, 2007)

Their initial enthusiasm for this theoretical construct has been dampened considerably not only by the events of 9/11, Operation Enduring Freedom and Operation Iraqi Freedom, but also by the way the Internet and the intellectual community have evolved in the last decade. The hopeful optimism of the 1990s with regard to the World Wide Web and the Internet has instead turned in the last few years to the awful realization that given the power of information, many individuals and groups have instead used this new technology to their advantage, whether for their political, financial or social gain (Ibid). Likewise Arquilla and Ronfeldt also admit in their postscript published in 2007 that the early promises of a global community are instead overwhelmed by the day-to-day events, which tend to mitigate the promise of revolutionary change. Although they still believe that Noopolitik is an idea for the future, and while they remain optimistic, they are also dismayed as well by a number of trends as shown below:

- Notions like Noopolitik are gaining credibility, but all too slowly
- Soft Power lies behind them all, but the concept needs further clarification
- Activist Non-Governmental Organizations representing global civil society are major practitioners of Noopolitik, but the most effective may be the global network of jihadist
- American public diplomacy would benefit from a course correction (Ibid)

What is interesting about this concept, is that while it may be the most difficult to achieve from an IO perspective, it may also offer the most promise. One only has to review the four definitive airplane bombing surveys of World War II or Vietnam, to quickly realize that military power often does not translate at all into desired outcomes. Clodfelter (1989), a retired Air Force officer, said as much in his book, on the air campaign in North Vietnam. As these well-researched and documented official reports from the US Air Force alluded to, massive bombing operations did not necessarily and in many cases did not translate at all to shifts in the affected government or populations attitudes. As one veteran (and perhaps jaded) military officer once quipped, “[If the only tool you have is a hammer, every problem looks like a nail” (Hubbard, 2004). So too is the case of trying to take military power, in this case aviation assets, and translate into recognizable outcomes.

3. Technology changes that have eased access to information

The ability to access and move data has changed dramatically in the last two decades. Everyone with a computer or smart phone and the Internet can quickly view information that previously one had to physically go to a library, research center, laboratory or other knowledge centers to view and use this material. However, with thousands of databases, portals, websites and other online sharing sites, one can now access this information without leaving one’s own home. This is both a wonderful technological feat but also a nightmare in trying to protect the data, which is why the authors advocate a policy to mark and tag the information that is crucial so it can be protected. Information with lower importance is not protected. That may sound harsh, but it is the authors’ opinion that, in this world of decreasing resources and increasing cyber threats, it may be one of the few practical alternatives. One cannot protect everything, nor should one ignore the law of diminishing returns and really try. Not all knowledge is classified or proprietary in nature and therefore does not need to be protected.
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Other academic sources envision a restructured concept of power in which information plays a more vital and central role. For, if information is now accepted as an element of power, should there not be dramatic changes as well from previous theories? Is the power of information new or different, as some advocates believe, or has information always been an element of power, but it could never be properly utilized? Said in another way, has information always been an element of power and it is only now that technology can manage and harness that power? Critics of this new view of power have argued that because the world access to the Internet is not universal, this new technology cannot truly change global politics. Wriston (1997) notes that while maybe this is true, it is irrelevant. The standard has been set, and the benchmark is high, for these new views of information flow must be understood and respected. In fact, the percentage of overall access and connectivity to the internet are on the verge of exploding as the combination of cellular technology and cheaper interface devices proliferate.

However, the question is whether access to technology necessarily equates to greater power to a group or nation. Once again, the short answer is that it depends. As Treverton (2001) relates,

*State power can be conceived at three levels: (1) resources or capabilities, or power-in-being; (2) how that power is converted through national processes; (3) and power in outcomes, or which state prevails in particular circumstances. The starting point for thinking about—and developing metrics for—national power is to view states as “capability containers.” Yet those capabilities—demographic, economic, technological, and the like—only become manifest through a process of conversion. States need to convert material resources into more usable instruments, such as combat proficiency. In the end, however, what policymakers care most about is not power as capability or power-in-being as converted through national ethos, politics, and social cohesion. They care about power in outcomes. That third level is by far the most elusive, for it is contingent and relative. It depends on power for what, and against whom? (ibid, 2000, p.11).*

4. Case study

The history of information relative to the attainment national objectives has a long history and most of it involves national powers using information to support their objectives. Even during the Second World War, the media was largely cooperative with the government and media in protecting critical national (and sometimes personal) secrets. However, during the Vietnam War, activist American journalists grew increasingly dissatisfied with their role as the unofficial mouthpiece of the Government and began extensive and broad reporting of information at odds with governmentally-established national objectives. This negative reporting was a key factor in the erosion of public support for the US involvement in Vietnam that ultimately led to the withdrawal of US forces and the fall of the South Vietnamese government (Oram 1993, p.9). Over the next twenty years, the media and the US government established a new equilibrium with the media occupying a self-appointed “watchdog” role over the government.

As the US entered the Information Age, big-media began being challenged for supremacy in its role as news and entertainment providers. Individual reporters and bloggers began reporting and commenting on current events. Communities of interest began to form around these individual reporters as they pursued storylines of particular interest to their followers. One such reporter was Glenn Greenwald who began blogging in 2005 and focused on issues involved with privacy and national surveillance. His attention to privacy and arguments against national surveillance attracted and, perhaps, inspired a young IT technician, Edward Snowden, to entrust him with highly-classified documents that ultimately compromised a multi-billion dollar global surveillance program. While there has been and continues to be much discourse on the ethics of his actions, which is not the purpose of the discussion here. Rather, the authors will examine this case to understand and highlight the enormous challenge in securing information and preventing its unintended disclosure.

As the world entered the digital age, paper documents, products, and processes were digitized and made available via computer networks. This process began largely with text documents and expanded to include pictures, presentations, video, audio, geospatial representations, etc. In the recent past, the signal medium was different depending on the information type. For example, voice communications were transmitted over analog telephone lines, video was transmitted over serial digital lines, and text traffic used TCP/IP. Infrastructure and communication efficiency has driven almost all modern information transmissions to TCP/IP networks. This approach reduces costs and provides opportunities for information integration that were not formerly possible.
However, like the rest of the authors’ cyber theory, the power of information convergence is motive-neutral. Just as the end-users benefit from the concentration of information so can those with motives counter to the content-owner’s interest? While large organizations and governments have gained great understanding and power by storing and indexing all the data collected, it also creates tremendous potential for adversaries to gain access to and exfiltrate information that was formerly too difficult to obtain, store, and search.

Such was the case with Edward Snowden. He was able to search for, locate, download, and remove up to 1.7 million documents [Zakaria and Strobe 2013]. His revelations did immense damage to the technical capabilities of the agency and have caused major damage to the reputation and trust of the United States and companies doing business there. US citizens are suspicious of their own government’s capabilities and motives and public trust in the US government has reached an all-time low, lower than even during the Watergate era [Pew 2013]. The inability of an agency such as the NSA to fully appreciate the vulnerability of this expensive and valuable capability to such an insider threat highlights the limits of understanding of the power and threat that even a single well-positioned individual can pose in this new age. Despite extensive logging and monitoring, Mr. Snowden was able to collect a large library of highly-classified documents and remove them from US Government control.

To view this incident as an isolated incident perpetrated by a single traitor or idealist is to miss the central point of Cyber Macht: in this world even individuals have the power and capacity to act on a global level and exert influence at a level on par with nation-states. This creates a new dynamic whereby nations must erect defenses against other nations (which is at least relatively well-understood and for which there exists basic diplomatic rules that govern behavior and consequences) but also against small groups and individuals with widely varying motivations and goals. These threats may well exist amongst the most trusted participants and are capable of tremendous damage. Erecting defenses against a threat of this nature is a virtually impossible task and requires a completely different approach to mitigation and defense.

5. A proposed way ahead

As has been alluded to throughout this paper, the authors believe that there is a middle road ahead, between a wide open unfettered access to all information, and a locked down retreat to the past. The authors do not believe the latter is an option, with today’s society and its desire for 24x7 connectivity, so what we are proposing a solution that utilizes processes and a combination of hardware and software to protect the key information that is required. The solution that we advocate is a flexible option, one that allows organizations to adapt to changing circumstances as they arise. It is by no means to be all inclusive but instead this proposal is meant to serve as an academic model, a theory to be tested and examined in the real world. The key concept of our thesis is that not all information is important, and that there is a time element, perishability to the importance of any data. So in order to decide what and how one is to protect the knowledge and ensure access for those as desired or required, then one must first analyze the data and mark or tag that information, and then it can be stored or transferred in the proper manner. This metadata has been known for a long time and it is not a new concept, but the authors believe that, by adding the time element, a test set can be built and then be evaluated.

In this manner, the user can decide which information is important ... and for how long. The latter is key, because one cannot store all data forever, nor can one retrieve legacy information, once its storage mechanisms are no long in common use (i.e. floppy disks, zip drives, etc.). After this first step, one needs to determine access, and this is where a combination of hardware, software and processes will be key. If one is using a wedding cake model for depiction, then the most important data is at the highest level, and takes the most effort to access. The problem that arises is that once a trusted entity has been granted access, then relinquishing those permissions or removing their ability to log in to these networks or databases is more of an administrative process which is often not given the importance deserved. For example in the DoD, the certification revocation list for PKI which is often woefully behind and out of date. While many organizations will ensure that they get keys or entry cards from departing employees, deleting access to networks is not always done. Even worse as in the cases of Edward Snowden or WikiLeaks, these acts of downloading huge amounts of data were done by current employees, in apparently good standing with their respective organizations. So unless one was monitoring traffic or reviewing the log files, or watching for uncharacteristic behavior, it is very difficult to stop this type of insider behavior. There are some hardware and software tools and applications that advertise that they can solve this issue, but in the authors’ opinion it is more a
management problem that can be better solved by a rigorous information protection methodology that treats
the important data as identified earlier with the respect deserved. For example, all Top Secret used to be
marked with red folders and kept in safes where only certain people had access. That same model can be
applied in the cyber world, where data is segmented and protected by its metadata tags, i.e. the more
classified and timely, and the more layers of defense. In addition, management needs to review individual’s
pattern of data usage more closely, to be aware of who is accessing information that is outside of their work
tasks or areas. One will not employees to physically enter restricted areas, nor should employees be allowed to
randomly troll networks as desired. More restrictions on access should be added to organizations’ information
policies, to include ‘need to know’. In addition, when employees are accessing data this should be reviewed
and the movement of files across the network should be monitored and include the time of day or day of the
week when distinct differences in behavior are noticed. The key to these increased management involvement
in the protection of the knowledge and limiting access is to develop a methodology that works for your
particular organization. But if protecting the data is one side of the coin, the power gained by the increased
ability to use this knowledge to increase one’s ability to influence events on a much broader scale. This can be
both a good and bad thing, depending on your viewpoint.

6. Summary

The information genie is out of the bottle and will never be put back in, so one must know concentrate on how
to protect those assets that are considered most valuable. The authors have presented a series of ideas that
combine hardware, software and processes, so that an organization can protect that data that has been
deemed critical (metadata). We also discussed in our short case study, a recent example of knowledge
accessibility gone wrong, in which a single individual gained a tremendous amount of power (Cyber Macht),
with the release of so many formerly classified documents. In this act, Edward Snowden radically transformed
the relationship of the NSA with the American public, and also the United States with its allies. He conducted
Cyber Macht in the truest sense, giving access to the whole world of previously classified knowledge, upending
a number of paradigms within the intelligence community. While the authors do not agree with his actions or
decisions in the slightest, he is however an easy example that one can use to site the dangers inherent in
making this mind of information readily available to all. As former Naval officers who each served a career in
protecting the United States from enemies both foreign and domestic, we hope that the lessons learned as a
result of this unfortunate incident can be the impetus for a stronger and more robust set of policies and
procedures to protect key information in the future.
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Abstract: The internet was started as an open distributed system for researchers and academics without much concern for cyber security related issues. However, it gradually evolved into a complex network as a platform for connectivity of businesses and communities across the world. Today, the Internet not only brings together businesses and communities but also hosts complex electronic and engineering systems (such as Supervisory Control and Data Acquisition – SCADA – systems) deployed to manage critical infrastructures. The Internet has become the transporting method for high volume of critical information worldwide. Securing sensitive information and safe-guarding operations of critical infrastructure management systems is a worldwide preoccupation. SCADA systems are put in place worldwide to manage not only critical infrastructures but also complex operations that play a vital role in managing scarce natural resources and the environment. This paper examines research on both SCADA systems and Internet security and provides an overview of key issues and recommends a strategy framework for protection of SCADA systems.
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1. Introduction

The internet which was originally designed to be an open and distributed environment where security and mutual mistrust was not a primary concern, has evolved into a global network with access available to almost anyone. What’s more, critical systems such as Supervisory Control and Data Acquisition (SCADA) systems historically operating stand alone are now connected to the Internet for more efficient communication of information. Cyber security has become a critical issue. Table 1 demonstrates the evolution of the Internet throughout its life.

Information is a critical asset for many companies and is part of the core business for many new companies, (Mellado 2012). In case of SCADA systems critical information generated by sensory components is used to make critical decisions. Vulnerabilities of the Internet and weaknesses of SCADA systems (which can lead to compromises of information security) have existed for a long time. The responsibility for many of these vulnerabilities must be directed towards the companies who are too keen to release fundamentally unsecure software with a ‘patch later’ attitude (Hayes 2012). The profile of those who initiate attacks (cyber-criminals) can vary significantly, ranging from a shy introvert, smart professional, organised gangs with significant funding to employ smart hackers to government funded groups who have access to state-of-the-art equipment. Their motivations are equally diverse, financial gain, revenge, political, ego and curiosity. At the same, the risk of attacks from the inside of the organization cannot be overlooked. Overall, consequences of security compromises related to SCADA systems can be serious – as they often control and manage critical regional and national infrastructures.

Motivated by factors outlined above, this paper investigates broader cyber security and information security issues (related to the broader internet) with a focus on strategic systems such as Process Control Systems (PCS), Industrial Control Systems (ICS), Distributed Control Systems (DCS) and SCADA. The methodology for this investigation concentrates on review of previous research on relevant topics and analysis of case studies that relate to both broader security considerations and specific SCADA security management.

The paper introduces SCADA systems followed by analysis of vulnerabilities and sources of attacks. After putting issues related to SCADA security into broad categories, it introduces a strategic approach for addressing and managing cyber security issues in SCADA systems.
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Table 1: The evolution in use of the Internet

<table>
<thead>
<tr>
<th>Phase 1 (1960s-1970s)</th>
<th>A network with limited use by academics and researchers.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase 2 (1980s – TCP/IP)</td>
<td>The use of the Internet is broaden to most universities and professional institutions worldwide</td>
</tr>
<tr>
<td>Phase 3 (1990s)</td>
<td>Government organizations and large organizations start using the Internet (and Intranet) for improved efficiency in communication</td>
</tr>
<tr>
<td>Phase 4 (Late 1990s)</td>
<td>With personal computers (PCs) becoming affordable, PCs and Internet connections move into houses.</td>
</tr>
<tr>
<td>Phase 5 (Late 1990s – Early 2000s)</td>
<td>The use of Internet becomes widespread in businesses (ecommerce and e-business solutions) and alongside that more sophisticated networking and PC solutions are introduced in homes</td>
</tr>
<tr>
<td>Phase 6 (Mid-Late 2000s)</td>
<td>The Internet becomes part of day-to-day life with advanced solutions in businesses and connectivity to businesses provided to customers</td>
</tr>
<tr>
<td>Phase 7 (Mid-Late 2000s)</td>
<td>Integrating sophisticated industrial control systems such as SCADA into web and Internet solutions for strategic management of critical resources</td>
</tr>
</tbody>
</table>

2. Introducing SCADA

SCADA systems are generally used to automate complex processes where human interference to collect data in assessing overall performance of a system is not possible. Cases of SCADA in managing electricity generation and distribution or in managing water resources are examples of SCADA as strategic technology system with benefits that reach beyond an organization or one community. Traditionally, SCADA was seen as being a technical engineering tool to automate complex processes. However, soon it was realized that what SCADA systems achieve benefit not only engineers but also decision makers within organizations. It moved from being an engineering solution to be become as a key corporate system. SCADA operations are complex as they involve diverse group of people. Becoming aware of the role of each group and the ways in which groups complement each other’s skills is a critical aspect of successful operation of SCADA. The diversity of groups of people and cultures involved can also lead to risks in operational issues including cyber and information security. Today, SCADA is not only connected to internal network within organisation, but also to the Internet. Therefore, SCADA is exposed to cyber security risks discussed earlier - similar to any other system connected to the Internet.

Overall SCADA provides authorities with control capabilities such as:
- Accessing quantitative measurements of important processes
- Detecting and correcting errors in a timely fashion – as soon as they are detected
- Measuring trends in the ways in which a system functions over time
- Detecting and addressing critical issues and bottlenecks and other inefficiencies
- Controlling complex and sophisticated processes without need for specialist human resources

Those capabilities mentioned above are provided by combination of functions which are in turn supported by various components of SCADA. They include four key functions: data acquisition; networked data communication; data presentation and control. These functions are performed by various SCADA components such as sensors and control relays; remote telemetry units (RTUs); SCADA master unit and the communication network. Another key component of SCADA is the Human Machine Interface (HMI) or (MMI) – Man Machine Interface. As outlined above, SCADA systems have numerous components performing sensitive tasks communicating critical information via corporate networks and the Internet. Consequently, there are significant potential security risks to these systems.
3. Analysis of vulnerabilities

This section examines weaknesses and vulnerabilities related to both the cyber space (the Internet) and SCADA. Vulnerabilities include possible threats and sources (initiators) of attacks. Earlier SCADA systems limited communication of information within the network that managed SCADA within a particular organization. Today, information gathered by SCADA systems can be communicated across wide area networks and the Internet for remote and more effective management of operations. In other words, today, due to openness of networks and connectivity with the Internet managing security of SCADA systems poses new challenges. As outlined earlier, the applications of SCADA range from monitoring lifts and escalators in the London tube system, monitoring wind farms to controlling and ensuring the safety of vital power generation services (BBC, 2004) and many applications in between. The implications of a deliberate attack on any of the mentioned SCADA systems would be severe; consequently SCADA is a prime target for cyber-terrorism.

Vulnerabilities that are specific to the architecture of the Internet are:

- **Connectivity and resource sharing**: the Internet is an open network designed for information sharing accessible globally via a routable IP address. What’s more, it is based on a packet-switching framework. These two aspects of Internet architecture allow flooding attacks to occur.

- **Authentication, integrity and traceability**: As there is no inherent authentication in place, IP spoofing where false information is injected into IP packets can be possible. What’s more, most routers simply receive and forward packets with no integrity checks. This allows attackers the opportunity to hide their identity and be untraceable.

- **Internet Security**: There are numerous insecure unpatched systems connected to the Internet. Consequently, attackers are able to exploit these vulnerable systems. “We can secure our systems but we cannot force others to do so.” - Sachdeva et al (2008).

- **Intelligence and resources asymmetry**: it appears that almost all the ‘Intelligence’ of the Internet resides at the end hosts. These end hosts are connected via high bandwidth links and routers, it is easy for attackers to quickly overwhelm the resources of the victims system.

- **Lack of centralised control on Internet**: due to the global nature of the Internet, there is no overall central authority responsible for network security. This makes it almost impossible to administer a common global defence strategy.
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- **Broadcast concept for data communication:** the broadcast concept implies that other computers should ignore data not destined for them, but they can be modified to listen and even change information in data streams.

According to Adeyinka (2008), some of the more common internet attack methods used by cybercriminals can include:

- Viruses, Trojans and Worms
- System and Boot Record Infectors
- Eavesdropping
- Hacking
- IP Spoofing Attacks
- Denial of Service
- Email Bombing and Spamming
- Phishing
- Man-in-the-middle attacks

Cost of cybercrime to businesses is significant. The Norton Cybercrime Report (2012) outlines that global rate of direct cybercrime losses rose to $110 billion in 2012. Ponemon Institute (2012) Cybercrime Report presents in details the results of a study of views of business leaders and IT professionals located in five countries (United States, United Kingdom, Germany, Hong Kong and Brazil) regarding the effects and cost of cybercrime on business – key findings include:

- Denials of Service (DoS) attacks were considered to pose the greatest risk to organisations.
- U.S, U.K. and Hong Kong listed DoS attacks as most worrying.
- Brazil listed viruses, worms and Trojans as most worrying.
- Germany listed social engineering attacks as most worrying.
- Germany and U.S. reported highest levels of attacks at 82 and 79 respectively.
- Averages of 17% of computers and mobile devices within organisations have been infected in some way.
- Effects on reputation and brand name were of least concern.
- The financial cost to recover after one particular cybercrime attack varied from nearly $300,000 (USD) in Germany to just over $100,000 (USD) in Brazil.
- Hong Kong and Brazil reported the highest number of mobile device (smart phones and tablet PC’s) infections at 25% and 23% respectively. Germany reported the lowest number of infections at 9%.

The Information Security Breach Impact report (ISBS 2012) indicated that 82% of organisations had experienced staff related incidents, including:

- Misuse of web access
- Misuse of email
- Unauthorized access to systems or data
- Breach of data protection laws or regulations
- Misuse of confidential information
- Loss or leakage of confidential information

With regards to SCADA systems, legacy systems that were once engineered solutions are no longer engineered – that is to say, ideally, security technology should not be bolted on but rather embedded into the application delivery. For the time being, bolted-on security is likely to be seen as the only practical way to tackle the critical security management concerns for SCADA systems. On the other hand, given increased desire for connectivity within various sectors of the industry, SCADA systems that were previously isolated from public networks and the Internet have been integrated into these networks. Consequently, they are exposed to the wider cyber community, hence vulnerable and prone to attacks. The interconnection of old (legacy) SCADA control systems
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to the internet, networks, or telephone lines, computer networks and wireless systems has created opportunities for potential terrorists, hobbyist hackers, disgruntled employees and other groups to get access to critical infrastructures (e.g. power grids) and cause enormous damage to communities and economies costing countries billions in losses and damages. Threats to SCADA systems can also originate from unauthorized changes to programmed instructions in the PLC’s, RTU’s and DCS controllers. This may result to malfunctioning of an infrastructure (Robles, Choi, Cho, Kim, Park, & Lee, n.d, p.18) with significant consequences.

4. Most common sources of threats in cyberspace

Traditionally, systems and technologies (including software and applications) have been seen as the core source of security breaches and compromises. However, recent studies in technology management (Asgarkhani, 2013) clarify that procedural and human factors can be equally important sources of breaches. Nicholson (Nicholson et al, 2013) and Iversen (Iversen, 2004) suggest that between 1982 through 2000 SCADA attacks were 70 percent internal – mostly related to disgruntled employees and mistakes). The rest (30%) represented external sources – such as hackers and cyber terrorists). On the other hand, Eric Byres (Iversen, 2004) presented a different pattern that between 2001 through 2003 70 percent of compromises were external and 30 percent were internal. Nicholson (Nicholson et al, 2013) explains that “it is unlikely that the number of internal attacks had lowered in any way; simply that the number of external attacks had risen so much as to cause these figures.” Regardless, the statistics presented above demonstrate that internal sources of compromises are to be treated seriously as they represent a significant proportion of breaches.

Some of the most common sources of attack initiators are:

- **Bot network operators** – They are hackers who instead of breaking into systems take over several systems to coordinate attacks and distribute phishing schemes, spams and malware attacks.

- **Terrorists** - Amongst the most concerning sources of attacks is terrorism. Nicholson and Iversen (Nicholson et al, 2013 and Iversen, 2004) suggest that there are no distinctive SCADA cyber terrorism incidents but they argue that the events of 9/11 suggest that it is possible. In fact in 2001 suspicious patterns of intrusions were detected on the website of a Californian city in Silicon Valley; Mountain View. Further investigation by the FBI highlighted similar cases on other U.S. cities’ websites and realised that the intrusions originated from the Middle East and South Asia. Iversen (Iversen, 2004) quotes Dave Sanders (director of the Control System Security Centre at the U.S. Department of Homeland Security) stating that “there’s no difference in the way that terrorists are going to get into your networks, the real difference is going to be the intent and the payload, and may be even the consequences. The intent will be specifically directed at targets within your critical infrastructure your control system, or possibly even a substation”

- **State Sponsored Hackers** - Currently, the extent of attacks conducted by these kinds of attackers seems to have been minimal. However, state hackers should be considered to be one of the most dangerous threats to SCADA systems – simply due to easy access to resources including financial means.

- **Criminal groups** (organized crime hackers) – In April 2009 hackers held a pharmacy at ransom claiming to return patient records for the fee of $10 million dollars (Goodin, 2009a and Nicholson et al, 2013)). Organised crime is motivated by money and hence holding companies to ransom by attacking their SCADA systems provides an effective method of achieving outcomes cyber criminals desire.

- **Insider attacks** (Disgruntled employees) - Disgruntled employees are reported (Blau, 2004) to be the most common internal source of security breaches. Since inside attackers may have access to the computer network, they are able to bypass the typical security measures that are in place to protect from outside attacks. What’s more, inside attackers in many cases already have authorised access to the network – for instance they can easily connect infected devices such as an external drive into network computers to compromise them.

- **Hobbyists** - Hobbyists do not necessarily possess skills and experience at the level expected from professional cyber criminals. However, they are driven by curiosity or seeking popularity and can cause significant damage to infrastructure if insufficient safeguards are in place.

- **Hacktivists** - Activist hackers or “Hacktivists” can also cause security risks to SCADA systems. Attacks based on political reasoning and motivation has been cited in a number of government website defacements (Goodin, 2008b). Consequently, one can assume that they can be equally capable of attacks on SCADA systems.
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- *Unskilled key personnel* - IT personnel who are authorized to access critical components of networks and SCADA systems but are do not possess necessary technical skills and are unaware of right technical processes while operating systems can unknowingly expose systems to cyber security breaches.

SCADA systems may not necessarily be under attack from all sources mentioned above at the same time. What’s more, some of the sources mentioned above are more likely to be the cause of security breaches in SCADA systems than others – depending on the type of industry involved. Managing SCADA systems security needs to be based on strategies that take into consideration all factors that are mentioned above.

5. A strategic approach to managing cyber security

The total strategic process for managing is anything but linear (Asgarkhani, 2011). Integrating all the components of the strategic process is cyclic. The key elements of this cycle (as outlined in Figure 2) are:

- **Strategic Analysis for security management** – involves establishing an understanding of the current situation, including: aspects of the environment; current technology infrastructure; potential vulnerabilities; expected outcomes and analysis of implications of breaches.

- **Strategic Choice for security management** – involves the formulation of the strategy itself through understanding various options, evaluating options and making a decision on a suitable security strategy.

- **The Security Management Strategy Implementation** – involves tactical issues such as resource assessment and planning, identifying skills & systems, determining organizational structure including role of people.

Nicholson, Webber, Dyer, Patel, & Janicke (2012, p.10) used cases and facts to highlight that any company or government that uses a SCADA system is exposed to significant risk - should that system fail, or be compromised. The risks include brand damage, loss of revenue, share price reduction and in severe cases and most importantly loss of life. A survey of nearly 700 participants conducted by SANS Institute (http://www.sans.org) suggests that 70% of participants rate the risks to their systems to be from high to severe. The same survey indicates that 33% of participants suspect they may have had incidents. This suggests that the operators of SCADA system operators are aware of the risk to their systems. Robles, Choi, Cho, Kim, Park, & Lee (n.d, p.18) classify threats to critical infrastructure into three categories as natural threats, human-caused, and accidental or technical. However, in this paper a broader (strategic) classification is taken into consideration in order to develop a cyber-security and risk management framework.

Taking into consideration a strategic analysis approach (Figure 2) and reviewing what has been presented in this paper, there seems key issues (factors) in managing cyber security:

- **Technology** – Systems hardware and software

- **People** – who work with and/or manage SCADA systems including those who set processes

- **Processes** – which govern use of systems by people

Some of the most common strategic options and/or solutions to address the technology aspect of security can include:

- **Penetration testing** - These tools and solutions are used to help security professionals to perform tests on systems including SCADA systems to assess if systems are secure against risks and exploits that are known to the community of security management professionals.

- **Honeynets** - Another SCADA specific tool is SCADA Honeynets (e.g. SCADA Honeynet Project, 2003). These are simulation models of SCADA systems that can be put in place to distract hackers from targeting the real system. At the same time, SCADA Honeynets, as simulation models can be used to gather and record statics related to attacks – such as sources of attacks, frequency of attacks and implications of attacks.

- **Simulated Attacks** (War games) - Another technique for managing system security is simulated attacks (Greene, 2008).

- **Access Control** – Discretionary Access Control (DAC) and Mandatory Access Control (MAC) are two different approaches. Commercial systems use DAC in which the resource owner determines who can gain access. The MAC system decides itself who can gain access to the particular resource, much like a security guard.

- **Encryption Systems** – this involves encrypting data with a unique key.
Firewalls – designed to block unwanted traffic either in to or out of a private network.

Intrusion Detection Systems – an IDS system can be hardware or software based and is designed to monitor the network to look for signs of an attack. Some systems monitor and alert while others actually block the attack.

Anti-Malware Software and Scanners – these are software based and designed to seek out and destroy malware (viruses, worms, Trojan horses, etc.) from infected systems.

Internet Protocol Security (IPSec) – provides fundamental security at the IP layer of the TCP/IP protocol. It is a point-to-point protocol in which one side encrypts and the other decrypts using one or more shared keys (Adeyinka 2008).

Secure Socket Layer (SSL) – this is a suite of protocols designed to use key exchange, authentication and encryption to create a secure channel for transmission of data.

Honey Pots – these are decoy servers or systems designed to gather information regarding an attacker or intruder attempting to gain access into your system.

Sandboxing - enables captured potentially malicious code to be executed in a safe and controlled environment.

Black Listing - is a network administration practice used to prevent the execution of undesirable programs.

White Listing – is similar to Black-listing, but this time a simple list of authorised programs is maintained.

Systems and technology related security measures alone cannot guarantee secured operation of systems. Systems are run by people, regardless of robustness of design and reliability of protecting solutions, people related issues can compromise systems. Some of the people related issues that can potentially create an environment where security is compromised include:

- Lack of understanding and awareness of implications of security compromises
- A relaxed culture where system reliability is not taken seriously
- Lack of training for admin staff so they can understand functions and risk implications
- Lack of management training to be aware of value of security and cost of being exposed to risks to their businesses
- Shortage of suitably trained and skilled technical staff who manage the operations of the system
- An environment where teamwork is not encouraged – for instance, different groups such as engineers, IT workers and admin workers due to different work culture and personalities run the risk of not working together towards a shared objective.
- Cultural differences in multicultural environments where culture crashes may also result in teams not working together towards shared outcomes.

People who work with networks and/or SCADA systems can be put into three main categories: Technical staff (Engineers and IT personnel); Admin staff and Management. Suggested course of action for people generally involves training to improve awareness of security risks and processes. For technical staff, possessing the right skills and possible certification is crucial.

The third element of strategic security management is governance and processes. IT governance is essential to ensure that the use of IT (including SCADA systems) is aligned to the strategic objectives of the organisation. Risk management is an integral part of IT governance. Effective governance of operational aspects can often be achieved via putting in place standardized processes to be followed by all groups of people working on SCADA systems (Morris et al, 2013; Slay and Sitnikova, 2009). Standardised processes can often be more effective if they are based on industry standards. Some of the industry standards that are applicable to both managing network security and SCADA systems are (Susanto, 2011):
Mission
What is the organizations “bigger picture” drive for managing cyber security in general and security of SCADA in particular?

Goal
What specific outcomes of operations we expect and what pathways are available to achieve that?

Strategies
Which of those pathways identified during strategic analysis are viable?

Policies
What (guiding principles) should we guide our moves within a selected pathway?

Decisions
Considering combined pathways and guiding principles, what projects are formed for implementation?

Action
This is the final project for implementation

Strategic Analysis

Strategic Choice

Strategy Implementation

Mission

Goal

Strategies

Policies

Decisions

Action

Strategic Pathways (Technology)
- Penetration testing
- Honeynets
- Simulated Attacks
- Access Control
- Encryption Systems
- Firewalls
- Intrusion Detection Systems
- Anti-Malware Software and Scanners
- Internet Protocol Security (IPsec)
- Secure Socket Layer (SSL)
- Honey Pots
- Sandboxing
- Black Listing
- White Listing

Strategic Pathways (People – Technical)
- System specific training – understanding specific system issues
- Teamwork training
- Training on cultural and role issues
- Security training
- Standards and best practices guidance
- Certification and compliance

Strategic Pathways (People – Admin)
- System specific training – understanding specific system issues
- Teamwork training
- Training on cultural and role issues

Strategic Pathways (People – Management)
- Business awareness of value of securing their system
- Understanding security incidents and their business implications;
- Impact on environment and community
- Championing standards, governance and processes

Strategic Pathways (Management, Governance and Processes)
- Addressing policy and process issues: Information management policies, Information access strategies
- Clearly defining roles and responsibilities
- Defining and documenting information management strategies
- Preferably, implementing what is listed above via adopting industry standards such as: ISO27001, BS7799, PCI-DSS, ITIL, COBIT, ISO27002:2007/ISO17799:2005, ANSI/ISA-99.02.01-2009
- Participating in industry specific forums to share knowledge and learn

Figure 2: The strategy process for security management
ISO27001 – This standard looks at the requirements for establishing, implementing, operating, monitoring, reviewing, maintaining and improving documented Information Security Management Systems (ISMS) within an organisation.

BS7799 - This standard concentrates on the implementation of ISMS and also incorporates the Plan-Do-Check-Act (PDCA) system and aligns with the ISO 9000 quality standard.

PCIDSS - The Payment Card Industry Data Security Standard (PCIDSS) is an internally adopted standard defined by the Payment Card Industry Security Standards Council. It was created to help organisation process credit card transactions and prevent credit card fraud by implementing strict data controls.

ITIL - The Information Technology Infrastructure Library (ITIL) is a set of concepts and practices relating to Information Technology Services Management, IT development and IT operations.

COBIT - Control Objectives for Information and Technology was created by the Information Systems Audit and Control Association (ISACA) and the IT Governance Institute [ISACA]. It is described as a set of practices (framework) for IT management. COBIT has 5 main areas; strategic alignment, value delivery, resource management, risk management and performance management.


ANSI/ISA-99.02.01-2009 - In 2008 NIST released a comprehensive guidance on securing SCADA systems in the special paper 800-82, Guide to Industrial Control Systems (ICS) Security. This document addresses issues ranging from an outline of SCADA systems, security program development and technical controls and network architecture.


TISN Critical Infrastructure Resilience Strategy [Critical Infrastructure Resilience Strategy]

In general, ISO standards address issues that cover various aspects of effective management of SCADA systems – including: organization of information security; asset management; human resources security; physical and environmental security; communications and operations management; access control; information systems acquisition, development & maintenance; information security incident management; business continuity management and compliance.

6. Conclusions

This paper presented a discussion that reflects the body of knowledge characterized as broader strategic security management and governance of complex IT systems such as SCADA systems. The objective of the paper is to raise awareness of importance of security and emphasize that only strategic/holistic approaches (considering key elements such as technology, people and processes) to security management can produce effective outcomes. Based on review of cases and previous studies, this paper outlined broader cyber security issues before introducing SCADA systems. Next, risks and vulnerabilities were investigated before cyber security protection measures were discussed.

Vulnerabilities and tools for attacks were identified to include: Viruses, Trojans & Worms, System & Boot Record Infectors, Eavesdropping, Hacking, IP Spoofing Attacks, Denial of Service, Email Bombing & Spamming, Phishing and Man-in-the-middle attacks. The sources of attacks could fall into any of the following categories: Bot network operators, Terrorists, State Sponsored Hackers, Criminal groups (organized crime hackers), Insider attacks (Disgruntled employees), Hobbyists, Hacktivists and Unskilled key personnel.

The paper suggested that based on the outcome of analysis of risks and threats, a holistic set of strategies must be considered to address various elements that contribute to the security of operation of a system. They are: technology, people and processes. To ensure all those elements and longer term issues are taken into account, a strategic model involving strategic analysis, strategic choice of options and strategy implementation was recommended.
Mehdi Asgarkhani and Elena Sitnikova
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Abstract: This article describes implemented fuzzy tool and extended application for conducting information security risk analysis. The paper describes the fuzzy tool and linked application and shows the advantages of this approach in the contradiction of tools and methodologies used today. This paper covers the fuzzy tool itself and shows its implementation in the process of risk management. The tool is connected to the expert system and methodology which is the part of the complex approach to decision making process that will be demonstrated in this paper. The knowledge base of expert system is created based on user input values and the knowledge of the problem domain. The implemented application is demonstrated on examples and problems from the area of information security.

Keywords: fuzzy, fuzzy tool, expert system, uncertainty, risk analysis, information security

1. Introduction

Today one of the most studied areas is information security and IT/IS environment security. It deals with the protection of people, organizations and their information systems against the dangers of anti-social behavior, physical hazards, technical risk and human errors, rather than risks that are more risks of operational or managerial (business, political, social, economic-financial, etc.). The fundamental concept in this area is the risk analysis (specifically, a risk analysis of information security as a system of analysis of IS/IT environment - information technology and information systems). Risk analysis is a part of the security management, which consists of a series of preceding and subsequent steps that are being cyclically repeated (ISO/IEC 27001:2013). Risk analysis is the most appropriate entry point into the process of managing information security (security of information technology and systems).

Risk analysis is the most appropriate and needed entry point into the process of managing information security (security of information technology and systems). It is also the most serious step and the basis for determination of the security policy and is afterwards often an integral part of risk management processes (ISO/IEC 27002:2013). The risk analysis gives , in the risk management processes, feedback, thanks to which we can evaluate the effectiveness of the implemented measures, the quality of the asset evaluation and of course the whole model of risks.

This article proposes fuzzy tool for conducting risk analysis in the field of information security. This paper is a continuation of article (Walek, Bartoš, Žáček, 2013).

2. Problem formulation

As already mentioned in the introduction, the importance of information security risk analysis is obvious. The problem with conducting the risk analysis correctly lies in the design of appropriate countermeasures to reduce identified risks.

Currently, there are two basic types of methods for risk analysis: qualitative and quantitative (and of course theirs combined approach).

Qualitative methods represent the risk by the elements of a limited set (CARNet, 2003) of typically a numeric interval (e.g. interval <1, 10>, percentage terms, etc.) - individual evaluations are therefore relative and not an absolute numbers (Krut, 2001). A typical, and probably the best known representative of this approach is method of targeted interviews (Delphi method) based on a set of targeted and specific questions, during which respondents define assets, identify threats and their attributes (Makowski, 2013).
The problem is huge subjectivity during the whole assessment and design of intervals that are being used for the evaluations. This is reflected not only in the quality of the results of the risk analysis but mainly in the fundamental contradiction with the requirement for repeatability of risk analysis is – in other words, once proposed assessment must be used afterwards in every iteration.

Quantitative methods, on the other side, are always based on some mathematical formula for calculating the risk (which is always an exact numerical value), and mutually differ primarily by the complexity of the used formula and the number of variables that are enter that formula.

An example of the calculation formula can be determined by the three factors (Hrvoje, 2006):

\[
\text{Risk} = A \times H \times Z
\]

- \(A\) – asset value
- \(H\) – the probability of the threat occurrence
- \(Z\) – vulnerability

In the need for more detailed analysis additional features can be added. It is clear, that the results (risks) generated by the quantitative approach are exact (absolute) values (Šegudović, 2003).

Clean advantages and disadvantages lead to combination of these two approaches into one. These combined methods used semi-qualitative evaluations for the input variables and the calculation formula for the risk evaluation. Overall these combined methods are, based on the analysis phases considered as qualitative.

From the above, some basic differences, advantages and disadvantages between nowadays methods can be deduced:

**Table 1: Differences in today’s approaches**

<table>
<thead>
<tr>
<th></th>
<th>Quantitative</th>
<th>Qualitative</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Advantages</strong></td>
<td>Risks are sorted by financial impacts; assets are classified and identified by their financial value. The results are easy to interpret as a return of investment and objectification of investments in countermeasures. Results can be expressed in terminology understandable for the management of organization (financial value and the probability expressed as a percentage). The accuracy of the analysis is increased over time (thanks to existence of historical data and growth of experience with analyzing of threats).</td>
<td>Allows simple understanding of the computations (evaluation) of risk. It is easier to reach a consensus with partial and total results across all participants involved in the process of risk analysis. It is not necessary to determine the value of the assets (which is time consuming process). It is easier to invite more participants who are not experts in security (but they cannot make the evaluation).</td>
</tr>
<tr>
<td><strong>Disadvantages</strong></td>
<td>Values of impacts associated with risks (financial impact) are highly subjective values. The risk analysis process is very time consuming. The risk calculation can be complex and time consuming. The results are presented as financial values and can (often are) difficult to interpret. The analysis process requires expert knowledge and therefore the implementation is problematic. Also, there is a need for the training of all of the participants.</td>
<td>There is a big lack of distinction between major risks. It is very difficult to justify the investment costs; because of the lack of financial evaluation of assets (i.e. there is no basic or trivial correlation). The results depend on the quality of the team that is performing the analysis.</td>
</tr>
</tbody>
</table>

3. **Problem solution**

Method of solution is based primarily on the shortcomings that appear in the currently used methods (listed in Section 2). Among other things, the solution is utilizing the variables involved in the evaluation through the use of linguistic variables. In principle, the solution is a combination of qualitative and quantitative (i.e. modification) of today’s approaches.
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This is done, by the proposal and implementation of fuzzy tool, which is connected to an expert system. The proposed expert system is actually composed from several sub-expert systems to support the whole decision making process. The tool is designed as web application connected to a database system. The application implements an input questionnaire, which is used for asset identification. Afterwards, relevant threats are assigned using set of IF-THEN rules. On the grounds of the selected relevant threats, the risk values are computed and based on the treats and asset types and risk values, relevant and suitable countermeasures are proposed by the system. These countermeasures are visualized in user friendly manner, with attributes describing their effectiveness and implementation price. On the grounds of these attributes the user can decide, whenever to implement them.

Implemented application runs on Apache web server and MySQL database. The application logic utilizes PHP language, HTML5, CSS3 and jQuery framework.

The proposed fuzzy tool with expert system is visually displayed in the following figure:

![Diagram](image)

**Figure 1:** Proposed fuzzy tool with expert system

As mentioned above, the proposed expert system is actually composed from several sub-expert systems and consists of several parts that will be introduced in following sections.
3.1 Identification of assets

In the first step, it is necessary to identify all the important assets. For this purpose an input web questionnaire containing following items is served:

- Asset name – text representation of the name of the identified asset,
- Asset type – selection from the code list,
- Asset value – fuzzy linguistic variable,
- Dependency – fuzzy linguistic variable, defining weight laid on a given asset.

In the questionnaire, the last two items are represented as fuzzy linguistic variables, because the user is often not able to quantify the content of these items exactly. Therefore, the application is suggesting linguistic values, which are closer to the human cogitation.

The questionnaire (part of it), is shown in the following figure:

![Input questionnaire](image)

Figure 2: Input questionnaire

3.2 Assignment of relevant threats that is based on the grounds of asset type and value

Based on a filled-in questionnaire, threats will be assigned in the next step. Considering the marked asset type and its value, relevant threats will be selected and assigned. The selection is done by the first set of IF-THEN rules, and utilization of the database of threats (ISO/IEC 27005:2011). This step then leads to completion of the filled-in questionnaire, to its extension respectively. The questionnaire will be extended with the following information:

- Threat name – a threat which can have an impact on a given asset,
- Threat frequency - fuzzy linguistic variable, values: very low, low, medium, high, very high,
- Vulnerability – defines the level of asset vulnerability in the case of threat impact, fuzzy linguistic variable, values: very low, low, medium, high, very high.

This subsystem is described visually in Figure 3:

3.3 Computation of risk values – via the second set of fuzzy IF-THEN rules

This step is closely linked with the previous one. In this step are risks being evaluated – via the second set of fuzzy IF-THEN rules. The knowledge based is created in LFLC tool. LFLC tool is more described in (Habiballa, Novák, Dvořák, Pavliska, 2003). The rules have very simple notation. Output of the expert system is the linguistic variables “risk level”:

- Risk level – fuzzy linguistic variable, representing the risk value for individual threat

An example of IF-THEN rules is shown below (this expert system uses 215 IF-THEN rules):

IF asset_value==low AND threat (low, low) AND weight==low THEN risk=acceptable
IF asset_value==low AND threat (low, medium) weight==low THEN risk=acceptable
IF asset_value==low AND threat (low, high) weight==low THEN risk=acceptable
...
IF asset_value==medium AND threat (medium, low) weight==low THEN risk=acceptable
IF asset_value==medium AND threat (medium, medium) AND weight==medium THEN risk=very low
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IF asset_value==medium AND threat (medium, medium) AND weight==high THEN risk=high

**Figure 3:** Expert system for assignment of relevant threats

The selection of the relevant threats as presented by the application is illustrated in the following figure:

<table>
<thead>
<tr>
<th>Threat 1</th>
<th>Threat 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name: Remote spying</td>
<td>Name: Breach of personal availability</td>
</tr>
<tr>
<td>Frequency: Very low</td>
<td>Frequency: Very low</td>
</tr>
<tr>
<td>Vulnerability: Low</td>
<td>Vulnerability: Medium</td>
</tr>
<tr>
<td>Risk: Medium</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 4:** The selection of relevant threats

For every individual threat, there is a risk level value. The overall risk level of the asset is afterwards the supreme of the individual risk level values, therefore the web application loads the supreme, on the grounds of the individual risk levels, and this supreme will be used for the results and outputs that will follow.
3.4 Proposal of suitable (appropriate) countermeasures for covering identified threats that act against the identified assets and their assignment – via another set of fuzzy if then rules

Afterwards the most appropriate countermeasures (ISO/IEC 27001:2013) are chosen on the ground of risk levels values, asset types and threats. The knowledge base conducting this selection is again constructed in the LFLC tool. IF-THEN rules for countermeasures selection:

IF asset_value=very low AND risk=acceptable THEN /
IF asset_value=very low AND risk=low THEN corresponding_countermeasures(n,n)
IF asset_value=very low AND risk=medium corresponding_countermeasures(n,n) (n,s)
IF asset_value=very low AND risk=high THEN corresponding_countermeasures(n,n) (n,s) (n,v)

IF asset_value=low AND risk=acceptable THEN corresponding_countermeasures(n,n) (n,s)
IF asset_value=low AND risk=low THEN corresponding_countermeasures(n,n) (n,s)
IF asset_value=low AND risk=medium corresponding_countermeasures(n,n) (n,s) (n,v)
IF asset_value=low AND risk=high THEN corresponding_countermeasures(n,n) (n,s) (n,v) (s,n)

3.5 Visualization of the results of risk assessment

The selection of the most suitable solutions is visualized to do user as a final step of over implementation of the complex expert system. Where, the visualization is done by utilization of modified component model – every component is colored, where every color represents the level of risk evaluation; every subcomponent is colored, where every color represents the appropriate of selected countermeasure:

Component color – risk level:
- Green – low risk
- Yellow – medium risk
- Red – High risk

Subcomponent color – countermeasure effectiveness:
- Green – small efficiency
- Yellow – medium efficiency
- Blue – big efficiency

4. Verification

The verification of the tool was conducted on several small and medium size risk analysis projects – because of the extend of the risk analysis; we will use only a snippet of one of them (two assets).

Here are selected assets:
- Asset name: Server room, asset type: Locality
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- Asset name: CORE switch, asset type: LAN

![Asset name: Server room, Asset type: Locality, Asset value: Medium, Asset dependency: Low, Threats loading: Load threats]

**Figure 7:** Example of asset called server room

For selected assets, the following threats were loaded:

**Server room:**
- Theft
- Theft
- Dust, corrosion, freezing
- Water damage
- Fire
- Natural event
- Lost of power supply
- Failure of air conditioning or water supply
- Terrorism
- Unauthorised use of equipment by foreign entities
- Unauthorised use of equipment by internal/contracted entities
- Saturation of information system

**CORE switch:**
- Disturbance
- Breach of maintainability
- Interception of compromising interference signals
- Remote spying
- Theft
- Theft
- Dust, corrosion, freezing
- Destruction of wiring
- Interception of compromising interference signals
- System software malfunction
- Failure of network devices
- Unauthorised use of equipment by foreign entities
- Unauthorised use of equipment by internal/contracted entities
- Eavesdropping
- Saturation of information system

Then, the overall risk level was loaded:
Finally, the most appropriate countermeasures were chosen and visualized:

**Server room**

<table>
<thead>
<tr>
<th>Physical security perimeter</th>
<th>Physical entry controls</th>
<th>Securing offices, rooms and facilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Protecting against external and environmental threats</td>
<td>Working in secure areas</td>
<td>Public access, delivery and loading areas</td>
</tr>
</tbody>
</table>

**Figure 8:** Visualization for asset called server room

**CORE switch**

<table>
<thead>
<tr>
<th>Equipment siting and protection</th>
<th>Supporting utilities</th>
<th>Cabling security</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equipment maintenance</td>
<td>Documented operating procedures</td>
<td>Change management</td>
</tr>
<tr>
<td>Service delivery</td>
<td>Monitoring and review of third party services</td>
<td>Information back-up</td>
</tr>
<tr>
<td>Network controls</td>
<td>Security of network services</td>
<td>Monitoring system use</td>
</tr>
<tr>
<td>Fault logging</td>
<td>Clock synchronization</td>
<td>Policy on use of network services</td>
</tr>
<tr>
<td>Equipment identification in networks</td>
<td>Remote diagnostic and configuration port protection</td>
<td>Segregation in networks</td>
</tr>
<tr>
<td>Network connection control</td>
<td>Network routing control</td>
<td>Key management</td>
</tr>
<tr>
<td>Control of technical vulnerabilities</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 9:** Visualization for asset called CORE switch

5. **Conclusion**

This article describes implemented application, which is using the fuzzy tool and decision making driven expert system for proposing and selecting appropriate countermeasures to reduce the risks to the assets of the organization and to computes such risks. With expert on security, who already filled all the knowledge bases of the expert systems (basically, every step of the tool in the process of risk analysis utilizes its own set of IF-THEN rules (own knowledgebase) to conduct the decision making), the system is an automated system, without the further need of an expert. The system is already implemented. IF-THEN-rules of knowledge base cooperate
Jiří Bartoš et al.

with the goal to minimize all the shortcomings of usual approaches to risk analysis (and therefore can be used not only for risk analysis within the information security area). Since the model uses the knowledge expressed in vague language, the necessary data need not be collected by experts. Moreover, as it was empirically proved in applications, when used by the experts, the risk analysis is conducted in a surprisingly quick, clear, easy and comprehensive way, with the ability to support the understanding of the processes and results to all of the users.
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Abstract: New Media usage has expanded in unexpected directions. This qualitative study pulls together two new media phenomena that demonstrate widespread engineered influence through Twitter dispersion. The first aspect is the practice of sock-puppetry deception that occurs when social media identities are used without proof of identity. The relative ease in creating a single invented online identity is overshadowed by the more recent practise of harnessing thousands of created identities to accentuate the standing of a single identity. The second aspect is the use of metadata to fetch and find increased nodes of commonality. This promulgates the perception of connectivity and homogeneity in terms of information transfer. Identity masking in Twitter, and the use of homophily to manipulate authority, public sway, and social media deception are a formidable combination. This study considers the increasing use of sock-puppetry in conjunction with techniques that exploit homophily to sway the perceptions of others. The ethical and socio-political issues of identity deception and their subsequent impact are discussed. Using the publicly available Twitter accounts of six high profile political figures, the study compares retweets that retain metadata from original tweets. Using both real and fake accounts, the paper tests the hypothesis that non-genuine Sybil Twitter accounts are deployed in the followings of popular figures by using metadata in retweets to establish credibility amongst fake entities. New Media experiences augmented manipulation in multiple ways. The use of metatagging to expose greater commonality increases both the frequency and the amplitude of information diffusion when delivered through social networking and microblogging. A comparison of the associated tweets, followers, and retweets of high profile leaders indicate pervasive sock-puppetry and Sybil deception. With homophily embedded into Tweets and Retweets, sock puppetry in social media presents a challenge. Where homophily fits traditional notions of “similarity between two nodes”, increasing the likelihood of likeness to occur is problematic. If homophily and false identity coalesce, then the use of twitter as a reliable social medium is contingent on discrete user identity in social media.

Keywords: homophily, Twitter, deception, sock-puppetry, metatagging, Sybil accounts

1. Introduction: The deceptive progression of new media

New Media usage has expanded beyond the expectations of society in general. It has replaced print media, postal mail, and a variety of community-based communications platforms. Twitter in particular, with its high speed delivery and narrative brevity, has bridged the gap between formally reported journalism and the public and civic reporting that has been informally recounted through the community (Jewitt, 2009). Now there is simply news. Individual tweets are now more readily accepted as factual, backed up by smartphone photography, crowd sourced verification, and Twitter’s lightning fast diffusion of information (Wilson, 2011). However, as New Media continues its rapid expansion, the volume and frequency of digital telecommunication has accelerated the proliferation of exploits that deceive the world by means of technology force multipliers (Christensen, 2011).

The business community has embraced the marketing value of new media, using the mechanisms of mass connectivity for profit and market share (Wilson, 2009). Users are best described as ‘prosumers’, combining content production and content consumption in a single descriptor (Leavitt, Burchard, Fisher and Gilbert, 2009). Twitter holds prominence within marketing circles because of its ability to connect people with similar thinking, ‘like’ desires, and, most importantly, analogous decision-making. In business terms this equates to purchases, commitments, profits and revenue (Nielsen, 2009). Such commonalities are tremendously sought after. The business community is repeatedly contemplating whether to use false identities as microblogging entities in order to exaggerate and to substantiate the power and influence of any given message, narrative, or person (Miller, 2009; Stringhini, Wang, Egele, Kruegel, Vigna Zheng, and Zhao, 2013). One of the fundamental golden pillars upon which Twitter is built is the speed and ease of information diffusion. The more people in a social network, and the more connected they are in closeness, the faster and stronger any given message is circulated (Suh, Hong, Pirolli, and Chi, 2010).
1.1 What damage can fake identities do?

Fake identities manipulate, deceive, and grow the uncertainty and mistrust of online communities (Ratkiewicz, Conover, Meiss, Goncalves, Flammini, and Menczer, 2011; Romero, Meeder and Kleinberg, 2011). A fake identity on Facebook or Twitter is most commonly not operating in isolation (Thomas et al., 2012; Ratkiewicz et al., 2011). Whilst sock-puppetry does occur on a personal level expressed in the form of one or two additional extensions of an individual’s own discrete identity, it is the practice of botnet-enabled Twitter puppets (Sybils) that can be deployed by the thousand, that is more influential in propagating Twitter identity deception (Krebs, 2011; Wheatley, 2013; Parmelee & Bichard, 2013).

The ethical and legal question about whether the wider netizenry should accept the use of multiple invented personas by individuals is most explicitly identifiable in an examination of Twitter entities (Parmelee & Bichard, 2013). The question arises as to whether the public have the right to know when one person’s message is deceptively repeated through multiple fake entities to give the impression of widespread support for a person, their theme, or their narrative. Even though the practice of sock-puppetry far outdates the invention of web-based information transfer (Rollins, 1993), the use of technology-enabled puppetry presents a much more powerful and highly augmented set of possibilities in terms of multiple automated microblogging (Chu, Gianvecchio, Wang, & Jajodia, 2010).

The use of such deception is visible and prominent across a wide range of Twitter disciplines, whether it be in business (Streitfield, 2012), violence and extremism (Conway, 2012), or government and politics (Cogburn & Espinoza-Vasquez, 2011). There are already established and institutionalised practices that deliberately augment followings for their own means and ends, whilst at the same time the presence of widespread acknowledgement and recognition of the practices seems largely overshadowed by the more prominent behaviour of ignorance, passive-agnosticism, and tolerance, best generally described under the terminology of slacktivism. Fake identities in large enough numbers can dominate or at least influence global outcomes in terms of purchasing behaviours, radicalisation, governance and democracy (Waugh, Abdipanah, Hashemi, Abdul Rahman, and Cook, 2013).

2. New media platforms encourage multiple identities

At a time when individuals are beginning to understand that their data can be used by corporations to great commercial benefit, the notion that social media platforms knowingly continue to promote practices that encourage multiple identities is divisive. Profit, power, influence and authority are drivers of the practice of using botnets and automation to harness the advantages of vastly enlarged support from multiple followings (Stringhini et al., 2013). The Russian parliamentary elections of 2011 saw pro-Kremlin and anti-Kremlin parties endure the deployment of 25860 fake Sybil Twitter accounts used to leverage over 400,000 tweets in a swarm attack that disrupted and confused online narrative homophily beyond expectations (Thomas, Grier and Paxson, 2012). The tactic of injecting creative narrative into social networks at key moments reveals one of the major drawbacks of a social media platform that does not require identity authentication beyond the originating CAPTCHA authentication (Twitter, 2013). This would suggest that the organisational side of Twitter is comfortable with the knowledge and expectation that there are many fake Twitter entities, and that large scale sock-puppetry is alive and well in the Twitter community (D’Yonfro, 2013). Twitter does not offer or promote any serious effort towards the filtering of spam (Grier, Thomas, Paxson and Zhang, 2010). Thus, for those seeking to exact influence and authority, Twitter has sufficient leeway and latitude to suggest that multiple identities are accepted as an applicable component of new media.

3. The effect of homophily upon Twitter-based social network influence

The ‘Birds of a Feather’ understanding of homophily describes the phenomena where communication amongst “similar people occurs at a higher rate than among dissimilar people” (McPherson, Smith-Lovin, and Cook, 2001). Indeed, in most social networks the key pointer to their homophily is the reciprocity which denotes their sharing of one or more interests. The reciprocity of social connections shows the exchange and interaction between people and although their reciprocity need not be equally mutual, there is an expectation that the interaction is not all one-way traffic (Weng, Lim, Jiang and He, 2010). However, the same is not true for popular Twitter accounts where a person of celebrity and reputation will typically have many followers but have very few followings (Kwak, Park and Moon, 2010).
Twitter uses homophily to draw attention to both the trending themes and ideas of the day as well as those Twitter accounts that command the greatest numbers of followers, and the greatest number of accounts that retweet across those themes and ideas. These trends are readily identified through a range of metatagged expressions that show connection with (although not necessarily support for) a given idea, topic, or narrative expression (Blanquart and Cook, 2013; Waugh et al, 2013). We use the term metatagging here to include the use of identifiable search physiognomies such as hashtags, URLs, attached pics, @ symbols and the acronym RT. These characteristics form the metadata of choice within the Twitter community (Romero, Meeder, and Kleinberg, 2011). In combination with idioms, sarcastic phrasing, and emotive expressions, they shape much of the trend-creating behaviour that is magnetic to twitterbots, cyborgs, and other Twitter manipulators (Chang, 2010; Romero et al, 2011; Wang, Wei, Liu, Zhou, and Zhang, 2011).

The interdependency of entities / actors, and the manner in which their interactions overlap, forms the cornerstone upon which social network influence can be understood (Kwak, Lee, Park, and Moon, 2010). In its most basic sense, the very use of Twitter marks a form of technology acceptance and an approval of the system of microblogging as an appropriate method of dispersing information. Rogers’ (2003) work on diffusion is very clearly visible and accurately demonstrated when examining the manner in which an original tweet becomes transferred and interrelated through a network of other retweeted narratives (Chang, 2010). For those in the business of seeking influence and profit, homophily is the agent that augments that influence. At the same time, homophily should still be understood as the characteristic of individuals who are serious about finding other people (or networks of other people) who share some of their own “sociodemographic, behavioural, and intrapersonal characteristics” (McPherson, Smith-Lovin, and Cook, 2001).

There is evidence to suggest that homophily is not quite as innocent a characteristic as often portrayed. In particular, when combined with the inherent multipliers of its metadata, homophily and sock-puppetry represent a dangerous combination, in the sway and influence of social media activity (Ratkiewicz et al., 2011; Romero, et al., 2011, and Suh et al., 2010). This combination is an obvious characteristic of our communications such that in normal, everyday terms its effect goes largely unnoticed. Twitter users gravitate towards friends and colleagues assisted by a range of communications that hold them to agree with or share interest in a given person, message, story or outcome. People do not have to like the other person’s view, they simply have to be drawn towards the general theme that is of appeal to them. (McPherson et al, 2001; Kwak et al 2010). Metadata has become the catalytic agent of choice for the discerning Twitter entity looking to exert greater influence and authority Ratkiewicz et al., 2011).

3.1 Homophily and influence from actionable content

There are two classifications of tweets on the Twitter spectrum. If a Tweet is ‘conversational’ then the original tweet and retweet (RT) may respond back and forth as a conversation of sorts ensues. If a tweet (especially from a celebrity or person of prominence) is ‘content based’ then the direction of the original tweet and any subsequent tweets is more one directional. Subsequent retweets continue to diffuse the content through a wider and wider network. In these situations the original tweet is less likely to give direct responses to replying retweets, and will instead post further ‘content-based’ tweets as the wider community respond and react. Thus the one directional actionable content is of specific interest in determining the true measure of influence on the Twitter platform.

Leavitt et al, (2009) suggest that there are two extrinsic classifiers that relate to this form of actionable content: the mention and the attribution.

In the first instance a user may express something like:

*Mention: (content) @username ((content))*

*Watching @BarackObama speak in Colorado on @CNN*

*RareAir24 (on 2009-08-15 at 19:08:51)*

In the second instance the user may narrate as follows:

*Attribution: (content) via @username ((content))*

*Fire at Kuwaiti wedding kills dozens, official media says http://bit.ly/wn95A (via@cnnbrk)*
Both mentions and attributions deliver content that when augmented by metadata, (for example hashtag, @CNN, URL, pic) can achieve much higher rates of diffusion through perceived homophily. These metadata not only work as organisational markers that assist Twitter in determining its ‘trending topics’ (Chang, 2010), they also build trust and credibility into narrative attempts at projecting social norms, opinion, and innovation and change (Rogers, 2003). There is widespread evidence to indicate that Twitter homophily is augmented by the addition of metadata (Chang, 2010; Blanquart & Cook, 2013; Waugh et al, 2013). This is especially clear where metadata takes the broader meaning to include hashtags, URLs, pics, idioms, RTs, and sarcastic or hateful phrasing (Suh et al, 2010; Kwak et al, 2010; Ratkiewicz et al, 2011; Davidov, Tsur and Rappoport, 2010).

4. Research method

In order to test the followship of high profile political figures for the combinational occurrence of both fake personas and retweets with metadata-augmented homophily, the following sample was taken. The Twitter postings and subsequent retweets were captured for six discrete high profile (trending) Twitter accounts. The data was obtained using Twitter’s publicly available API and data was gathered by crawling Twitter in sixty day periods between March 2013 and December 2013. All six accounts were political figures who had posted more than 500 tweets and who had over 50,000 followers. The six accounts were selected at random from a predetermined selection of 24 political figures who met the tweet and follower criteria (Table 1). Their subsequent retweeting entities (active followers) were then examined using the Chu et al. (2010) four way test for fake entities. From these followers a random sample of 10 suspected Sybil entities and 10 genuine entities were selected for each of the six original accounts (Table 2).

**Table 1:** Political figures from which sample retweets were captured

<table>
<thead>
<tr>
<th>Political Figures</th>
<th>Username</th>
<th>Tweets</th>
<th>Followers</th>
<th>Following</th>
</tr>
</thead>
<tbody>
<tr>
<td>David Cameron - UK Prime Minister</td>
<td>@David_Cameron</td>
<td>674</td>
<td>579300</td>
<td>331</td>
</tr>
<tr>
<td>Geert Wilders - Dutch Parliament Chair Party for Freedom</td>
<td>@geertwilderspv</td>
<td>1006</td>
<td>311000</td>
<td>0</td>
</tr>
<tr>
<td>Tony Abbott - Prime Minister of Australia</td>
<td>@TonyAbbottMHR</td>
<td>1570</td>
<td>278000</td>
<td>31500</td>
</tr>
<tr>
<td>Ed Milliband - UK Leader of Labour Party</td>
<td>@Ed_Miliband</td>
<td>3000</td>
<td>287600</td>
<td>1446</td>
</tr>
<tr>
<td>Bill Shorten - Leader of the Australian Labor Party</td>
<td>@billshortenmp</td>
<td>1162</td>
<td>51340</td>
<td>10600</td>
</tr>
<tr>
<td>Dr Manmohan Singh - Prime Minister of India</td>
<td>@PMOIndia</td>
<td>4206</td>
<td>1068317</td>
<td>48</td>
</tr>
</tbody>
</table>

A total of 120 retweeting entities (60 genuine and 60 Sybil) were examined for signs of metadata used as actionable content. A total of 6,895 retweets drawn from all 120 entities were reviewed for their use of like-metadata. In cases where a retweet used metadata that was different from the metadata in the original tweets, the results did not record the retweet as showing homophily-type metadata. For example if a different hashtag was used in a retweet, then the metadata component was not recorded even though the retweet was included in the sample. Only retweets derived from one of the six chosen figures were considered in the sample data. Retweets were considered on the basis of re-stated metadata (notably the use of URL, hashtags, Pics, Youtube links, @username, and phrases constituting sarcasm, hateful commentary and idioms). A comparison was then drawn between the genuine and Sybil accounts in order to see whether non-genuine accounts showed greater levels of homophily-generating metadata.

**Table 2:** Chu et al. (2010) 4 way test to distinguish genuine from Sybil accounts

<table>
<thead>
<tr>
<th>Four Way Test for non-genuine Twitter entities.</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Entropy Test - Measure Retweet intervals</td>
<td></td>
</tr>
<tr>
<td>2. Spam and Miscreant Test - Check for Benign or Malicious content</td>
<td></td>
</tr>
<tr>
<td>3. Account Properties – Does the Account have subscriber details or does it look hollow</td>
<td></td>
</tr>
<tr>
<td>4. Discrimination Analysis – combining Entropy, Spam, and Account Properties to evaluate all three indicators</td>
<td></td>
</tr>
</tbody>
</table>
5. Results

A comparison between the sixty genuine followers and the sixty non-genuine (Sybil) accounts showed a number of areas where retweeted narrative shared similar behaviour. Since the behaviour of the non-genuine accounts was assumed to use some form of bot-like automation, it was postulated that Twitter-bots, cyborgs and automated Sybil accounts would show equal or greater numbers of discrete retweets that also incorporated one or more of the metadata markers as described above. The results were highly consistent with this hypothesis in terms of URLs, hashtags, and pics. In these three areas the Sybil accounts showed significantly greater numbers of discrete retweets where the metadata was also passed on as part of the retweeted message. The more often a retweet had one or more of these metadata, the more likely it was to be retweeted forwards. Across both genuine and Sybil entities, the strongest indicator of homophily metadata was shown as links to Pics and Youtube clips. Pics and Youtube links in particular showed the highest levels of homophily in fake (Sybil) accounts. Since these characteristics are ascribed to fake accounts, it is the perceived commonalities that we describe as homophily, rather than actual like-mindedness, since the retweets in question represent contrived puppetry. Nevertheless, these characteristics are indeed consistent with homophily as expressed through higher numbers of retweeted actionable content, regardless of whether they are mentions or attributions.

In contrast the @username metadata showed no discernable differences between fake and real retweets. This would suggest that for the most part, botnets are not relying on the @username metadata to extend or augment the influence and authority of any given Twitter narrative. This is consistent with marketing and business research (Suh et al, 2010) that places greater emphasis upon links to websites, pictures and youtube clips.

6. Discussion

Whilst the retweeting of @username was present in both genuine and Sybil accounts, its presence was lower than that of the URL based objects such as links to Pics, Youtube and an assortment of extended blogs and web pages. This presents an intriguing comparison. The notion of homophily is defined as homogeneity in intrapersonal characteristics (McPherson et al. 2001; Weng, et al. 2010). Therefore the @username might be expected to retain a greater overall prominence in retweets. However it is the subject-based URLs rather than the people-based @username that carries the lion’s share of the homogenous linkages.

This study also examined descriptive phrasing and narrative in terms of its metadata potential. Phrases, the use of sarcasm, and idioms were all included in the analysis of retweets. These characteristics had a much lower percentage of homophily with fake retweet accounts. We suggest that this is because phrases and idioms require individual and personal scrutiny and do not present the same ease of identification as the more obvious and object-oriented metadata such as URLs, Pic links and hashtags. In fact, sarcastic idioms and hateful phrases can become singleton narratives, since they often hold a level of intensity that does not maintain the same fervor through subsequent retweeting entities. Some phrases, particularly where explicit or passionate phrases are narrated, are highly personal and therefore may encourage restraint rather than connection. Those retweets that showed idiom and sarcastic phrasing were usually re-massed because they also contained hashtags or other metadata as well. In the sample that was collected, there were no significant numbers (less than 0.1%) of tweets where idiom of sarcasm was retweeted unless other metadata was also present in the original tweet.

The identification of non-genuine Twitter entities was determined using the Chu et al (2010) four way test (Table 2). The test identifies automation in bot crawlers through entropy, the timing of retweets and their relevant intervals. It also looks at the spam and miscreancy behaviour of entities, as well as the account details, its stature and potential hollowness. In combination, these patterns show clearly visible differences between Twitter-bots and genuine human Twitter accounts. Since the presence of Twitter-bots and Sybil accounts was predicted as an underlying assumption of the study, the relative ease with which they were identified suggests their widespread integration into political audiences of the Twitter community.
<table>
<thead>
<tr>
<th>Retweeting Entity Classification</th>
<th>Real or Sybil</th>
<th>URL %</th>
<th>Hashtags %</th>
<th>Pics &amp; Youtube %</th>
<th>@username %</th>
<th>Sarcasm / Hateful / Idiom %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real RTs for Cameron</td>
<td>22.4%</td>
<td>21.2%</td>
<td>39.0%</td>
<td>17.9%</td>
<td>5.6%</td>
<td></td>
</tr>
<tr>
<td>Sybil RTs for Cameron</td>
<td>47.4%</td>
<td>34.3%</td>
<td>68.9%</td>
<td>18.5%</td>
<td>4.6%</td>
<td></td>
</tr>
<tr>
<td>Real RTs for Wilders</td>
<td>22.3%</td>
<td>17.0%</td>
<td>42.8%</td>
<td>7.6%</td>
<td>13.9%</td>
<td></td>
</tr>
<tr>
<td>Sybil RTs for Wilders</td>
<td>37.8%</td>
<td>25.1%</td>
<td>58.4%</td>
<td>7.6%</td>
<td>5.8%</td>
<td></td>
</tr>
<tr>
<td>Real RTs for Abbott</td>
<td>23.3%</td>
<td>22.0%</td>
<td>39.3%</td>
<td>15.6%</td>
<td>4.9%</td>
<td></td>
</tr>
<tr>
<td>Sybil RTs for Abbott</td>
<td>36.5%</td>
<td>36.4%</td>
<td>74.2%</td>
<td>15.8%</td>
<td>3.3%</td>
<td></td>
</tr>
<tr>
<td>Real RTs for Miliband</td>
<td>19.5%</td>
<td>16.2%</td>
<td>34.1%</td>
<td>11.1%</td>
<td>3.7%</td>
<td></td>
</tr>
<tr>
<td>Sybil RTs for Miliband</td>
<td>35.2%</td>
<td>33.0%</td>
<td>53.3%</td>
<td>10.4%</td>
<td>3.7%</td>
<td></td>
</tr>
<tr>
<td>Real RTs for Shorten</td>
<td>9.3%</td>
<td>2.3%</td>
<td>42.9%</td>
<td>13.9%</td>
<td>1.6%</td>
<td></td>
</tr>
<tr>
<td>Sybil RTs for Shorten</td>
<td>9.1%</td>
<td>3.3%</td>
<td>43.2%</td>
<td>14.3%</td>
<td>1.6%</td>
<td></td>
</tr>
<tr>
<td>Real RTs for Singh</td>
<td>3.1%</td>
<td>4.9%</td>
<td>46.3%</td>
<td>2.1%</td>
<td>5.6%</td>
<td></td>
</tr>
<tr>
<td>Sybil RTs for Singh</td>
<td>3.3%</td>
<td>3.7%</td>
<td>63.9%</td>
<td>1.9%</td>
<td>4.4%</td>
<td></td>
</tr>
</tbody>
</table>

Note: This table shows the percentage of retweets that included a meta-marker from an original tweet. It does not include those instances where a retweet has included a fresh item of metadata. Thus it is possible that the figures for both real and Sybil retweets may have a slightly higher total number of tweets that include some form or otherwise homophily-like metadata.

6.1 Hypotheses results

This study’s hypothesis asked whether large numbers of fake, automated retweets were establishing a false credibility by including specific objects of metadata in retweeted messages. Are Twitter force multipliers in the form of metadata a means to promulgate influence? If sock-puppetry and homophily could be combined, it would be possible for politically driven groups and associations to exercise significantly greater influence upon mass audiences. Thus by deploying large numbers of Sybil accounts that carry greater authority and trustworthiness by establishing desirable homogeneity between the retweeting entities and their original high-trending counterparts, a narrative of sway can be significantly amplified. It is clear from the results that URLs that link to pictures, youtube clips, and other extended blogs form the type of homophily that can both augment the credibility of a fake twitter account, and at the same time mask its hollowness.

7. Conclusion

Many researchers have attempted to understand the exact metrics that correctly indicate the size and speed of the influence that can be attributed to each twitter narrative, and subsequently to broader themes and Twitter figures of prominence. To date there are many algorithms but none that accurately and predictably measure genuine influence (Weng et al, 2010). However the presence of Sybil accounts dilutes the value of most metrics which include the growing number of puppet-controlled Twitter accounts. The combination of sock-puppetry and homophily-attributed metadata challenges the notion that “birds of a feather flock together”. Twitter influence is at risk of great deception through the disguised and manipulated persuasion using force-multiplied objects of metadata. The descriptor homophily has its historical origins in the homogeneity of people and their likes, yet in the Twitter network its power lies more closely with the eye-catching gimmickry of shared pictures and videos.
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Abstract: This paper describes a scheme for using secret sharing cryptographic protocols for sharing, distributing and storing secret keys and documents based on the use of digital certificates. The advantages and uses of such a system in the context of collaborative environments are discussed. A Framework for using Secret Sharing and in particular, Threshold Cryptographic Methods, in order to distribute and share documents (PDF’s) and for the granting of authorization and access rights is presented. The paper will describe the cryptographic protocols involved and the necessary Public Key Infrastructure (PKI). An implementation of this Threshold Cryptography Framework using an open source PKI Certification Authority is described that uses a certificate extension as the basis for storing and accessing the shares. The Framework enables users to perform group based decisions based on previously agreed thresholds which take into account the privacy and confidentiality of the entities involved, hence allowing users to manage share and recover authorization tokens and documents and manage trust relations in group situations. The framework addresses the key distribution problem as the keys are managed and distributed by the Certification Authority of the PKI and also deals with hierarchy as it’s supported by a PKI, which is inherently hierarchical, hence the different privileges of a user associated with a certificate can be dealt with by the CA. Examples of the Framework use are illustrated and the problems and challenges remaining presented. The paper concludes with a practical security assessment of the prototype.
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1. Introduction

This paper proposes the implementation of a Secret Sharing Scheme (SSS) based on the use of digital certificates. In particular the aim is to define a type of group certificate that can be used by a subset of the group to gain authentication and or access rights for some high value secret objects, such as shared documents and authorization tokens and keys. In this scheme the public certificate of a particular user of the system contains his or her public keys, signed by the certificate authority of the global system. The public keys can be used for strong authentication on the proposed frameworks web sites and the signing of cryptographic hashes, however the main contribution of this paper is to develop a scheme that also permits the digital certificate to contain secret shares thereby providing the user with a single token that can be used to interact with the system web applications and also contain the users secret shares.

The basic enabling technologies for the scheme proposed are threshold cryptography and digital certificate extensions. A threshold crypto-system, or more simply a secret sharing system, is a system where a secret is divided into a set of shares which are then distributed amongst a set of participants where it is necessary that a number of entities larger than a “threshold” value cooperate during the decryption protocol. For instance in sensitive and critical environments in order to increase trust in the system and improve confidentiality and for sheer necessity sensitive keys can be broken up and stored at several physical locations or on several digital certificates. Also to increase security it is often necessary that a subset or quorum of the key-holders or access right holders must simultaneously authenticate themselves in order to gain the access right or secret. Businesses, Hospitals and even Research departments often need to share sensitive documents and the protection, integrity and confidentiality of these documents is often crucial, cryptographic support for such activities is therefore desirable.

A typical example of threshold cryptography is for sharing the secret key of a public key generating system or cloud system deduplication. Another example is where documents need to be stored and shared, for instance consider the situation where two research departments need to share research documents in order to coordinate or authorize research grants or research budgets, etc, but also need to assure that the documents are kept confidential and the power to share these documents needs to be “limited” in some way. Consider the example where to access and sign a company document a quorum of four of the seven company directors must be present, the previous scenario denotes a (4,7) Threshold Scheme which helps to solve the previously
stated example. All these examples require a group based decision, in this case supported by a Threshold Scheme. Threshold Schemes can be used in HSM modules for fault tolerance and for the security of the server keys, an example is SafeNet (SafeNet 2011) Hardware Security Modules (HSMs) which incorporates “M of N” authentication in order to decrypt sensitive keys. However the use of Threshold Schemes and their implementation in group protocols using group certificates is still relatively unexplored.

The rest of this paper is organized as follows: In section 2 we give a brief overview of secret sharing and the secret sharing scheme used in our framework. In section 3 we discuss Public Key Infrastructure, and in particular define how we embed secret shares onto digital certificates. Section 4 describes the architecture and proposed configurations necessary in order to implement our framework. Section 5 illustrates the implementation of our framework, a case study for sharing PDF documents and gives a security assessment of the implementation. Finally in section 6 we give the conclusions of this paper.

2. Secret sharing

2.1 Brief overview of secret sharing schemes (SSS) and threshold schemes

Secret Sharing Schemes were announced independently by Shamir (Shamir 1979) and Blakley (G. Blakley 1979) in 1979. A SSS begins with a secret and derives from it certain shares which are distributed to the participants. This secret may be recovered only by certain predetermined groups of participants; the group size is the threshold. The set of all groups, or “qualified subset”, which can reconstruct the secret, is referred to in the literature as access structure see for instance (Ito et al. 1987). The reconstruction of the secret can be made by the participants after they pool together their shares or by a special third party, called combiner or dealer, after receiving the shares from the participants of an authorized group. Depending on the “quantity” of the secret-information leaked to an unauthorized group, we have the following categories:

- Perfect Secret Sharing Schemes - The shares of any unauthorized group give no information.
- Computationally Secure Secret Sharing Schemes - Some information about the secret is leaked to the unauthorized groups, but the problem of finding the secret is intractable.

From the Theory of Information if the length of every share is the same as the length of the secret then these schemes are considered ideal (Karnin 1983), Shamir’s SSS is such an example. The original SSS by Shamir and Blakley are \((k, n)\) threshold SSS. However, there exists variations such as the Ramp Secret Sharing Schemes (G. a. Blakley 1984) (Yamamoto 1986) denominated \((k, L, n)\) threshold Ramp SSS. The \((k, L, n)\) threshold Ramp SSS are designed such that a secret \(S\) can be recovered from arbitrary \(k\) out of \(n\) shares but no information of \(S\) can be obtained from arbitrary \((k - L)\) or less shares.

In the case of \((k, n)\) threshold access structure schemes, one normally assumes that every share is equally important, but there are cases we want to make some shares more important than the others, or hierarchize the shares. Shamir (Shamir79) proposed a simple modification of the threshold scheme to be used by organizations where every participant receives as its share a certain number of shares from a threshold scheme, according to its position in the hierarchy. In this way a scheme for a weighted threshold access structure is obtained; every participant has a weight (a positive integer) and a set is qualified if and only if its weight sum is at least a given threshold. This scheme is not ideal because the shares have in general larger length than the secret.

2.2 Shamir’s secret sharing scheme

In this section we shall describe the secret sharing scheme (SSS) as enunciated by Shamir in 1979. The scheme is based on polynomial interpolation and the fact that given \(k\) distinct points in a 2-dimensional plane \((x_i, y_i) : i = 1, 2, \ldots, k\) there is one and only one polynomial \(q(x)\) of degree \((k - 1)\) such that \(\forall i, q(x_i) = y_i\)

2.2.1 Distribution of the secret shares

A Trusted third-party (TTP) or dealer distributes shares of a secret \(S\) to \(n\) users where the threshold is defined as the value \(k\).
Paul Crocker and Adolfo Peixinho

The TTP sets the secret $S$ as the first coefficient of a random polynomial $Q$ of degree $(k-1)$ over the field of positive integers modulo a large prime $p$.

The TTP selects $(k-1)$ random, independent coefficients $\{a_i\}: i = 1, \cdots, k-1$, defining the random polynomial over $\mathbb{Z}_p$: $q(x) = a_0 + a_1x + \cdots + a_{k-2}x^{k-1}$ and sets $a_0 = S$ (the secret).

The TTP computes the $n$ shares $S_i = Q(i) \mod p, 1 < i \leq n$. $S_i = Q(i) \mod p$, $1 < i \leq n$, or for any $i$ distinct points, and securely transfers the share $S_i$ to user $U_i$, along with public index/point $i$.

2.2.2 Recovery of secret

Any group of $k$ or more users pool their shares which provide $k$ distinct points $(x, y) = (i, S_i)$ allowing computation of the coefficients of $q(x)$ by Lagrange interpolation, $q(x) = \sum_{i=0}^{k} f(x_i) L_i(x)$ where $L_i(x) = \prod_{j=1, j \neq i}^{k} \frac{x - x_j}{x_i - x_j}$ and then evaluate $S = Q(0) = \sum_{i=1}^{k} y_i \prod_{j=1, j \neq i}^{k} \frac{x_i - x_j}{x_i - x_j}$ to recover the secret.

2.3 Secret sharing software

There are several existing software packages available for secret sharing, these normally consist of a desktop or web application where a single user enters a secret and then the dealer distributes all the shares to the user who is responsible for the storage of the secret shares. An example of such software can be found for example at \url{http://point-at-infinity.org/ssss}. Another related software is Nightingale from RSA Security which uses secret splitting to secure sensitive data (Brainard 2003) by dividing a user’s password (or other key) into shares for two independent servers, the scheme is used in password authentication. (Crocker 2013) describes an implementation of a collaborative mechanism to share secrets between a group of mutually authenticated users based on a chat room with smart card authentication and secret share storage on the smart card. However a generally accepted easy to use and setup for general and business usage is a difficult proposition, for instance smart cards are expensive, difficult to use and often have limited writable file space.

3. Public key infrastructure and X.509 extensions

3.1 Public key infrastructure and X.509 certificates

The secret sharing framework proposed is based on X509 digital certificates and associated public key infrastructure. A digital certificate is a signed assertion about a public key. More specifically, it is a digital signature of the Certificate Authority (CA) that binds a public key to some other piece of information. This enables all system participants to verify the name-key binding of any presented certificate by applying the public key of the CA. A public key infrastructure (PKI) is an infrastructure for a distributed environment that centres on the distribution and management of public keys and digital certificates. It is widely recognized that PKIs are an essential ingredient for secure electronic communications and transactions in open environments. The CA can be made responsible not only for certifying public keys and authenticating certificate applicants, but also for notarizing electronic documents, resolving disputes, and keeping track of revoked keys.

Some or all of these functions may be managed by separate trusted parties. For instance, the registration and approval of certificate applicants may be done by a separate Registration Authority (RA). In practice, a PKI can have multiple CA’s, so that certificate applicants and verifiers need not trust a single CA. CA’s can certify the public keys of other CA’s, and in this manner arbitrary CA structures can be formed. This gives rise to such notions as certificate chains, bridge CA’s, and cross certification. These techniques enable anyone to be the issuer of their own digital certificates, and all issuers can coexist in a single PKI.

The X.509 certificate framework is the best known example of identity certificates. In 1988, the International Telecommunications Union (ITU) started working on X.509. X.509v1 was designed to certify the public keys of
principals that are uniquely named in X.500 (CCITT 1988), an online database listing globally unique names. An entry in an X.500 directory can be a person, a device, or anything else that can be assigned a “Distinguished Name”. The third version of the X.509 certificate framework, X.509v3, released in June 1997, greatly improved the flexibility of X.509 certificates, by providing for a generic mechanism to extend certificates that uses the concept of Object identifier (OID)

An Object Identifier (OID) is an identifier used to name an object (as implied). OIDs are used extensively in computer security. OIDs serve to name almost every object type in X.509 certificates e.g. Distinguished Names, Certificate Policy Statements, Certificate extensions, etc. Structurally, an OID consists of a node in a hierarchically-assigned namespace, formally defined using the ITU-T’s ASN.1 standard, X.690. Successive numbers of the nodes, starting at the root of the tree, identify each node in the tree. Users set up new nodes by registering them under the node’s registration authority. The root of the tree contains the following three arcs (I) ITU-T (II) ISO and (III) joint-ISO-ITU-T. All other arcs branch from these three.

3.2 Embedding secret shares on digital certificates

Our scheme proposes the embedding of secret sharing shares inside digital certificates as certificate extensions. This solution solves the problem of how to store a user’s shares as well as providing the user with a token that can be used to perform strong authentication on the frameworks web services and sites. The use of digital certificates is widespread and varied, from authenticating a users identity on a web site to performing digital signatures. As stated previously our objective is to provide a CA that embeds a security token in the issued digital certificates to support Threshold Cryptography, in this case Shamir’s SSS. The custom certificate extension enables this.

The certificate extension has the following requirements:

- A unique specified OID of the extension;
- Full class name (classpath) of the certificate extension implementation class;
- Specification if the certificate extension should be used or be disabled;
- Specification if the display name should be translated in the language resources;
- Specification if the extension should be marked as critical in the certificate;
- Specification if the extension encoding value and if this value is set dynamically or not.

This certificate extension will hold, specifically, 3 values:

- A group identifier;
- The user share for that group, in plain-text;
- A “salted” hashed value of the user share for that group.

Both of these values, also use string terminator symbols, for posterior parsing of the DERUTF8String. Group identifier and user share uses a terminator string symbol of ‘.’ and the “salted” hashed user share uses the terminator string symbol of ‘;’.

In this way the certificate extension can hold several user shares, for several groups, we need a way to know where a user share ends and another begins. The following Figure 1 illustrates an example of such certificate extension.

![Figure 1: Example of the secret-sharing certificate extension](image-url)
3.3 Implementing certificate extensions on PKI software

The PKI CA software used to implement our framework is EJBCA from Primekey (EJBCA 2013). This software is a full featured open source enterprise class PKI Certificate Authority built on Java Enterprise Edition technology that is used by numerous high profile organizations and supports the technologies needed to implement our framework, such as X.509 certificate extensions. EJBCA provides a web interface for users to enroll and obtain their certificate, this can also be done in a command line interface (CLI) which permits a batch mode for issuing several certificates to several users, we will focus on the web interface as it’s the most usual way for users to obtain their certificates. EJBCA also defines methods for adding certificate extensions, for instance by editing a Java property file that specifies the certificate extensions to be used by EJBCA when issuing certificates. The following is an example of such a property file:

```
id1.oid=2.999
id1.classpath=org.ejbca.core.model.ca.certextensions.BasicCertificateExtension
id1.displayname=SS-Extension
id1.used=true
id1.translatable=false
id1.critical=false
id1.dynamic=true
id1.property.encoding=DERUTF8STRING
```

Figure 2 exemplifies the enrollment process, in the web interface, for a end user to obtain his certificate. In this example two Hospital units need to share patient records in order to manage and authorize organ donation, but also need to assure that the patient records are kept confidential and the power to share these records needs to be “limited” in some way. For instance consider the case where Hospital unit X has 3 Doctors responsible for organ donation and Hospital unit Y has 4, forming a group of 7, now consider that to share Electronic Patient Records (EPR) there must be an “agreement” between at least any 4 medical practitioners to share EPR, this scenario denotes a (4, 7) Threshold Scheme. The certificates for the various players can be obtained from the PKI, Figure 2 shows two CA’s and a suitable root certificate authority. The certificates are obtained as .p12 files since they must subsequently be imported into the clients browser or certificate store.

![Diagram of end user enrollment on EJBCA](image)

**Figure 2:** Examples of end user enrollment on EJBCA to obtain certificates with secret sharing extension enabled
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4. Architecture of the framework

In this section we describe the necessary requirements for the implementation of the framework, as well as some features of the PKI CA chosen as well as the communication model of the framework.

4.1 Requirements

The Basic Elements of our Framework are:

- A CA that implements a PKI according to standards such as X.509 and IETF-PKIX and supports custom certificate extensions.
- A Web Application, accessible by Web browser, where users can collaboratively form groups, share and recover secrets. This is the main application that enables end-users the “use” of Secret Sharing through their digital certificates, using the certificate extension as a security-token.

The other main requirements for the development of the framework:

- The secret and shares support integrity and owner checks;
- Access to the CA and the Web application must use strong authentication providing confidentiality and privacy;
- The framework should support implementation on a distributed orientated platform for cloud and grid computing scenarios.

It’s implied that the framework must deliver a mechanism whereby the secret shares are written onto public certificates of the end users, in other words perform and update of the users public certificate. This should obviously be a flexible and easy to use system. The two possibilities are updating the users certificate on the clients local machine or reissuing the certificates from the PKI.

There are currently thousands of browser add-ons and extensions and the most user-friendly system to develop is a browser add-on/extension/ActiveX/Java Applet/Silverlight component on the client-side application that would transparently update the users certificate in the respective keystore. Unfortunately this has proved to be a difficult challenge given the wide range of browsers and operating systems and therefore the second approach was taken, namely to use the capacity of the PKI to reissue a new certificate request, this proved to be a less complex operation for the developers however it involves extra complexity for the user, as the user must repeat the certificate request, import to browser, register process. An obvious disadvantage of this approach is it invalidates the use of the certificate signature hash to sign user shares.

4.2 Implementation

Our Secret Sharing Framework is comprised of a Java Enterprise Edition (JEE) application deployed on Glassfish 3.1.2, a Java Standard Edition (SE) EJBCA-RA Web Service application and EJBCA, all of these applications use MySQL 5.5.x for the back-office databases. The web application is built using Java Server Faces (a Java specification for building component-based user interfaces for web applications), Primefaces (Ajax framework with JSF components), Omifaces and the Atmosphere Framework (client and server side components for building Asynchronous Apps). iText, an open source library that allows the creation and manipulation of PDF documents is also used. EJBCA is deployed on JBOSS 5.1 (as recommended), and configured with our secret sharing extension. Each application has its own role in the framework which will be explained below:

- EJBCA is for PKI CA management;
- Java EE application is for authentication in the framework, group management, users choices synchronization and recover secrets;
- Java SE EJBCA-RA Web Service application is for checking group status and handling distribution of shares and management certificates status for later request by clients in EJBCA;
- EJBCA has a database in MySQL, our framework also has a database that is used by both Java EE application and Java SE EJBCA-RA Web Service.

The following Figure 3 shows a schematic of the communication model between EJBCA-CA and the Web application using the EJBCA-RA Web service.
Figure 3: Web service communication model between EJBCA-CA and web application

Users need to access a “private area” on the Secret Sharing Framework, where they are able to share and recover secrets. However to access this “private area”, besides mutually authenticating with their certificates they must also be registered with the framework, the registration takes the form of a username which is the same as the “Canonical Name” in the certificate and also a password for posterior authentication. The flow of authentication in the framework is shown in Figure 4.

![Authentication Flow Diagram](image)

**Figure 4:** Flow diagram of the authentication on the framework

**Figure 5:** Flow chart for the creation of a secret distribution job/task

### 4.3 Secret distribution and recovery

In this section we’ll show the procedures that leads to the secret distribution, as well as the algorithm implemented for secret sharing. As Shamir’s SSS works on finite fields, more specifically \( \mathbb{Z}_p \), we need to clarify the boundaries on this field, as all other values used by the distribution algorithm are related to these boundaries,
like the secret \( S \) that’s going to be distributed and the cardinality of participants \( | n | \). The most important specification is the size of prime, to form \( \mathbb{Z}_p \), to use modular arithmetic. In our work we choose to use a 160 bit prime number \( p \) and a 156 bit secret \( S \).

The Java EE application and Java SE EJBCA-RA Web Service share a database for group status synchronization, the groups table has a group status column with enumerated values IDLE, DISTRIBUTED, DISTRIBUTED, RECOVER, RECOVERED, BUSY, groups are initially created with the status IDLE. These values allow both applications to manage group secret distribution and recovery, the process that leads to the creation of a secret distribution job/task in the database that will be posteriorly caught by the RA Web service (TTP) is illustrated in Figure 5.

When the trusted third party (TTP) “picks up” a new secret distribution job for a group the following algorithm 1 is processed.

**Algorithm 1 - Secret Sharing Algorithm**

**Require:** a cryptographically secure pseudo-random number generator (CSPRNG) to choose \( p \), polynomial coefficients and \( S \)

1. TTP chooses \( S \) from \( \mathbb{Z} \)
2. TTP chooses \( p > n \wedge p > S \) (\( n \) cardinality of users)
3. TTP selects \( (k - 1) \) random, independent coefficients \( a_1, \ldots, a_{(k-1)} \), such that \( 0 \leq a_i \leq (p - 1) \), defining a random polynomial over \( \mathbb{Z}_p \), \( f(x) = \sum_{j=0}^{(k-1)} a_j x^j \)
4. **For all** \( 1 \leq i \leq n \) (users that belong to a group of cardinality \( n \)) **do**
   a. TTP computes \( S_i = f(i) \text{ mod } p \)
   b. TTP gets \( \text{salt} \) from CSPRNG and computes \( \text{salted } S_i = \text{salt } + S_i \)
   c. TTP hashes SHA-256(\( \text{salted } S_i \)) and convert to Hexadecimal
   d. TTP updates Web Application DB with user index, hashed \( \text{salted } S_i \text{(Hex)}, \text{salt} \text{(Hex)} \)
   e. If user certificate extension value is **null** then
      i. TTP adds values: group identifier, \( S_i \text{ (plaintext)} \) and hashed \( \text{salted } S_i \text{(Hex)} \) to user’s certificate extension
   f. **End if**
   g. If user certificate extension value **not null** then
      i. TTP concatenates values: group identifier, \( S_i \text{ (plaintext)} \) and hashed \( \text{salted } S_i \text{(Hex)} \) to user’s certificate extension
   h. **End if**
   i. TTP sets user client certificate status to New, in EJBCA DB, for posterior certificate request
5. **End for**
6. TTP gets \( \text{salt} \) from CSPRNG and computes \( \text{salted } S = \text{salt } + S \)
7. TTP hashes SHA-256(\( \text{salted } S \)) and converts \( \text{salt} \) and \( \text{salted } S \) to Hexadecimal
8. TTP gets group PDF document, in binary, from Web Application DB and encrypts PDF with AES-256 using \( S \)
9. TTP updates Web Application DB with group **modular arithmetic**, \( \text{salt} \text{(Hex)}, \text{salted } S \text{(Hex)} \) and encrypted PDF(binary)

The process for secret recovery is similar. For the secret recovering process each of the participants need to log onto the framework and submit their share, each share is checked for integrity and authenticity with the hash and salt values stored in the Secret Sharing Framework database. If the total number of shares submitted by those participants is equal or greater than the previously agreed threshold, for that group, the secret can be
recovered. The shares are submitted transparently to the user being part of the certificate that the users requires in order to log onto the framework

5. Implementation and case study

The framework was implemented for the specific case where the secrets to be shared are the encryption keys of PDF documents. In this case the actual framework will store the encrypted PDF document and the document to be encrypted will be uploaded by one member of the group. The encryption key is the secret to be shared amongst the group members. The framework is available for tests at the following address http://spocs.it.ubi.pt:7070/secret-sharing/index.xhtml

Step 1: Users of the framework first need to acquire a valid certificate with our custom certificate extensions. This process is common to any certificate request process and is handled in our case by our EJBCA PKI.

Step 2: Once the certificate has been obtained users then import the certificate into their browsers (Firefox, Chrome, Safari on Mac OSX and Firefox on Windows) and can then log onto the framework. The user session is secured using SSL/TLS with Client Certificate Requirement; in this case the users will be prompted for the introduction of their private password. The Java EE server can be configured to accept certificates in various ways, certificates from a particular CA or even individual certificates. Once logon is successful the user is directed to the applications private web pages, as shown in Figure 6.

![Figure 6: User logon in framework](image)

![Figure 7: Framework group creation](image)

Step 3: Users can then update their group activity by joining a group, leaving a group or creating a new group. Figure 7 shows a user belonging to three groups in the process of creating a new group. The Framework contains a built in chat functionality to enable users to communicate with other users if necessary.

Step 4: The next step requires associating a PDF file to a group, illustrated in Figure 8 and its subsequent encryption and distribution of the secret shares as shown in Figure 9.

![Figure 8: Get PDF file dialog](image)

![Figure 9: Secret distribution initialized](image)

Step 5: The secret share will be then be written onto the users’ public certificate. In this implementation the user gets a new public certificate from EJBCA.

Step 6: Secret Recovery involves enough group users, equal or greater to the groups threshold for the initialization of the secret recovery job/task, illustrated in Figure 10. The framework does not store the secret shares
Paul Crocker and Adolfo Peixinho

themselves but can store metadata such as a hash of the share and owner of the particular hash, this provides mechanisms to check the integrity of the recovered share as well as preventing a share being robbed by another user and being fraudulently placed on their own certificate. After successful secret recovery the encrypted PDF file is retrieved, decrypted and shown in a separate window as shown in Figure 11.

6. Conclusion

The proposed framework allows users to perform group based operations based on previously agreed thresholds and takes into account the privacy and confidentiality of the entities involved. The proof of concept has been tested and been shown to work correctly. Also, the framework is built using web based technologies that can be deployed in scalable and fault tolerant architectures and the user access is based on familiar browser based and digital certificate environments. In conclusion, the proposed framework enables the users to deal with collaborative group based sharing in a secure flexible environment. Future work includes extending modifying the framework to deal with hierarchy, as it is supported by a PKI, which is inherently hierarchical, this is an obvious extension and also developing client side browser components to update the certificates with a more user friendly mechanism.
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Abstract: Originally isolated by design, Critical Infrastructures (CI) based on Industrial Control Systems (ICS) – such as SCADA (Supervisory Control and Data Acquisition) systems - were born within the scope of industrial process control technologies. Having evolved from proprietary systems, ICS eventually started adopting open architectures and standards, becoming increasingly interconnected with existing corporate networking infrastructures and even the Internet. However, as these systems overcame their isolation and moved towards interconnected topologies, they also became more exposed to threats that weren’t even remotely conceivable when they were first designed. Particularly, cyber-threats are one of the most significant problems that modern ICS face, as the shortcomings and vulnerabilities of the decade-old ICS technology – some of them known for a long time, but mostly downplayed due to the isolation of such systems – become serious threats that can ultimately compromise human lives. As the security needs ICT and ICS domains cannot be addressed in the same way, this calls for a domain-specific approach to cyber threat detection, designed from scratch to address its particular needs. It must consider the particular characteristics of each networking context, be it ICS or ICT, in order to provide real-time cyber-security awareness for the security teams operating in the control room – this is one of the most important contributions of the CockpitCI FP7 project (http://CockpitCI.eu), which aims at improving the resilience and dependability of CIs. In this paper we present the CockpitCI cyber-detection and analysis layer, also including a detailed description of its most relevant components in terms of role, integration and remote management. This paper will also show how the proposed solution might be effective in dealing with such cyber-threats, by presenting relevant examples.

Keywords: critical infrastructure protection, industrial control systems, SCADA systems, IDS

1. Introduction

SCADA (Supervisory Control and Data Acquisition) is the commonly designation which is used to refer a set of technologies, protocols and platforms used in Industrial Control Systems (ICS). Such systems are used in several scenarios, such as production lines automation, for controlling nuclear or thermoelectric plants, for distribution grids and many other applications.

As their scope was originally restricted to isolated environments, SCADA systems were relatively safe from external intrusion. However, as architectures evolved SCADA systems started to assimilate technologies from the Information and Communication Technologies (ICT) world, such as TCP/IP and Ethernet networking. This trend, together with the increasing adoption of open, documented protocols, exposed serious weaknesses in SCADA architectures. Moreover, the interconnection of the ICS network with organizational ICT network infrastructures, and even with the exterior (for instance, for connection with internal company systems or for remote management) brought a new wave of security problems and attacks to such an extent that the number of externally initiated attacks on ICS systems has increased significantly, especially when compared with internal attacks (Kang 2011).

This situation, together with inadequate systems lifecycle management procedures, disregarding regular updates or patching (Kruitz 2006), increases the probability of a successful attack. While such procedures are
trivial matters which are part of the regular maintenance routine in the ICT world, they must be dealt in an entirely different way when it comes to ICS, mainly for two reasons: the fact that some components have to work on a continuous basis without interruptions, up to the point of working years without being reinitialized (ESCoRTS 2010) (Zhu 2011); due to the fact that any software release must be carefully tested by equipment manufacturers before being released, or even due to end-of-life support for specific devices or software frameworks.

Therefore, ICS constitute a critical and strategic asset that is being increasingly targeted by malicious attacks, with potentially catastrophic consequences. In this context, CockpitCI (CockpitCI) is focused on improving the resilience and dependability of CIs.

The idea behind the CockpitCI project is to allow the community of CI (Critical Infrastructure) owners to exchange real-time information about attacks (and tentative attacks). In this scope, each CI incorporates its own real-time Distributed Monitoring System and Perimeter Intrusion Detection System (PIDS). These systems are able to aggregate the filtered and analyzed information of potential cyber-attacks against systems used to support the operation of CIs and identify the potential unsecured area of the CIs.

This PIDS, which is the focus of this paper, performs many of the tasks traditionally associated with a Distributed Intrusion Detection System, with support for diversified and closely integrated detection and analysis techniques and tools. Each PIDS is to be deployed in the targeted area of a CI, in order to detect coordinated cyber-attacks and in order to deploy prevention strategies of isolation.

Through coordinated PIDS operations, it is possible to put in place a specific perimeter to detect potential coordinated cyber attacks on CIs for each type of detected attacks or for mixed cyber attacks. The CockpitCI PIDS is based on a state-of-the-art distributed intrusion detection architecture encompassing a set of detection agents that feed real-time and soft real-time automated correlation and anomaly detection mechanisms, orchestrated together by a management platform.

In this paper the main aspects of the proposed PIDS architecture are presented. Section 2 discusses the problem of security in ICS/SCADA. Section 3 introduces the CockpitCI architecture. Section 4 presents the proposed PIDS, with sections 5 and 6 discussing analysis components and detection capabilities, respectively. Section 7 details integration of eventing and management interfaces. Finally, section 8 presents conclusions and gives some insights into what future directions the project might take.

2. A brief overview of ICS/SCADA security issues

The development of the CockpitCI PIDS architecture was preceded by a requirements analysis phase, with the purpose of understanding the specific characteristics and differences between ICS and conventional ICT infrastructures, from a security standpoint. This study revealed several and significant differences between ICT and ICS domains that are deeply rooted in their own particular characteristics, down to the fundamental priorities that define which are the most important operational and functional properties of the system.

When it comes to their fundamental governing principles, ICS and ICT infrastructures have an inverted set of priorities, a situation that is one of the main causes of SCADA infrastructure security problems. This is partly due to the fact that, as the ICS paradigm evolved, it was not accompanied by an equal progression in terms of an industry mindset that remained unchanged almost since the inception of such technologies. As a result, and due to its critical nature, ICS operation and design practices frequently privilege availability and reliability over confidentiality and data integrity – a perspective that is quite the opposite from the ICT philosophy, which privileges confidentiality and security, followed by communications integrity and, finally, by availability (ISA-99.00.01). This contrast explains why it is frequent to find a lack of mutual understanding between the control systems teams and the security IT staff, within the same organization.

The differences between the ICT and ICS contexts also mean that there is no “one size fits all” solution when it comes to choose and implement security mechanisms. Despite this, importing solutions from the ICT world is often a necessity, which might lead to undesirable side-effects. The fundamental premises for ICT security tools and commonplace lifecycle management procedures, such as patching and updating a system, can become troublesome in an ICS, when faced with situations such as the impediment / high cost of stopping
production or even the explicit prohibition by the system’s manufacturer. As an example, a SCADA system customer may be unable to install an update on an operating system unless the manufacturer certifies their software for the update.

Product lifecycle is another matter that separates ICT from ICS systems, with the former having substantially shorter lifecycles, when compared with the latter. In ICS it is frequent for mature systems to be kept in operation, sometimes far beyond their projected lifetime – the “if ain’t broke, don’t fix it” philosophy. This limits the possibility of implementing some security mechanisms due to the limited capabilities of existing equipment (Igure 2006).

Moreover, SCADA communication protocols, which are responsible for the interaction between field devices, such as PLC (Programmable Logic Controllers) or RTU (Remote Terminal Units) components and the stations that control and monitor them, pose security concerns. One of such examples is the Modbus protocol (Modbus 2006), originally developed by Modicon (currently part of the Schneider Electric Group) in 1979. Modbus is one of the most popular protocols for SCADA applications, thanks to its simplicity and ease of use. However, Modbus suffers from security problems: the lack of encryption or any other protection measures exposes it to different vulnerabilities (Triangle 2002) – if we take into consideration that it is not uncommon to find situations where the ICT and ICS networking contexts are blended within the corporate network, it becomes clear to which point some ICS are vulnerable. Despite this, protocols such as Modbus have a large lifespan and are still being massively deployed and used.

Simply put, when it comes to ICS, technology and platform maturity are valued as an implicit recognition of value and reliability, and even the disclosure of security issues related to them seems to have no effect in discouraging their usage or prompting the adoption of countermeasures to protect them. This has become the root cause of many ICS security issues that have been exploited with a variable degree of success, in recent times, such as the Stuxnet Trojan (O’Murchu 2011).

3. The CockpitCI project

To improve the resilience and dependability of Critical Infrastructures (CIs), the CockpitCI project proposes an architecture that is divided into several modules/components, whose interaction is illustrated in Figure 1 (CockpitCI 2013). Not only does this architecture aim to detect cyber threats using novel strategies for intrusion detection, along with devices specially conceived to monitor CI ICS/SCADA systems, but it also accounts for communication between multiple interdependent CIs, using a Secure Mediation Network (SMN) to share operational and security information.

Among the multiple components that make up the CockpitCI architecture, the Dynamic PIDS provides the core cyber-analysis and detection capabilities, being responsible for continuously assess and protect the electronic security perimeter of each CI. The automatic analysis and detection mechanisms for each PIDS are fed by several field adaptors and detection agents deployed within each CI, which constitute its “eyes”, providing the basic information from which the ongoing security status of the CI is inferred. Also, the PIDS encompasses semi-autonomous reaction capabilities, being able to deploy and activate countermeasures, in line with predefined security reaction policies.

For each CI, an Online Integrated Risk Predictor (IRP) module works as a decision support system for management teams, feeding operational indicators (such as process-level data, gathered using the SCADA TLC and ELE adaptors shown on Figure 1) and cyber-security information (generated by the PIDS) into a set of modelling tools, to assess and predict propagation and threat levels for potential cyber attacks on the CI. In this scope, SCADA adaptors translate SCADA data from various components into a common data format, enabling the use of devices from different vendors and legacy SCADA HW/SW (Hardware/Software) while sharing data with the detection layer and the IRP.

The Secure Mediation Network (SMN) provides the means for exchanging security information between CIs, also enabling the use of risk prediction and other analysis mechanisms to assess threats in a global scale, accounting for CI interdependencies (as exemplified by Figure 1, which represents 2 kinds of CIs that are frequently dependent on each other: Telecommunications and Electric Power Distribution).
Figure 1: The CockpitCI general architecture (CockpitCI 2013)

Among these components, the CockpitCI PIDS cyber-analysis and detection architecture constitutes the main subject of this paper. The next sections will focus on the presentation and analysis of the basic components of the PIDS, explaining how they work together to continuously monitor and analyze the ICS/SCADA system components of a given ICS in order to perform threat detection. Also, the event correlation and anomaly detection mechanisms that constitute the cyber-security analysis capabilities of the PIDS will be addressed, together with the description of the agents and probes that feed such them with information about ICS/SCADA system’s state and its data flows.

4. The CockpitCI cyber-detection and analysis layer within the PIDS

The CockpitCI PIDS incorporates several advanced real-time detection and analysis mechanisms, integrated to constitute a cyber analysis and detection layer for the CI, as shown on Figure 2. It is structured along the three different zones of the CI, each one with its own internal security perimeter: the Field Network, SCADA Process/Operations Network and the IT (Information Technology) Network. This distinction confers the PIDS the ability to deploy agents and security policies customized to the specific needs and characteristics of each network scope.

This architecture was designed to deal with several attack scenarios, from known threats to rogue events, such as: man-in-the-middle attacks, device impersonation, non-authorized tampering, worms, trojans, denial-of-service attacks or flooding, among others. For this purpose, the PIDS is designed in such a way that it integrates different detection strategies, distributed along different levels, namely:

- **Detection agents and field adaptors**, including agents, adaptors and extensions for existing system components, as well as specialized network probes and honeypots (Spitzner 2002) to be added to the network which are able to capture behaviour or traffic patterns (as performed by NIDS – Network IDS components) as well as host (using tools such as HIDS/Host IDS, or antivirus software) and field device monitoring.

- **A distributed multi-zone, multi-level correlation** structure that processes the information provided by the security sensors, complemented by machine-learning capabilities, in the form of One-Class Support Vector Machine (OCSVM) (Ma 2003) anomaly detection module, based on adaptive machine learning.

- **Aggressive usage of topology and system-specific detection mechanisms**, based on the fact that the role and behaviour of each system component in an ICS are expected to be more consistent over time than on other types of networks, analysis components are fed with knowledge provided by a number of system specific sources, such as topology databases, policy databases, and trust-based mechanisms, as well as strategically placed honeypots.

The operation of the PIDS components is orchestrated through a Security Management Platform (SMP), which is responsible for managing all the involved components of the solution (see Figure 2). It includes the
mechanisms for managing the security and components of the infrastructure. The SMP is responsible for the maintenance and management of monitoring probes such as IDS and the analysis components, also including monitoring of in-place security and vulnerabilities within the network as well as the maintenance of the latter. Therefore, the SMP has a dual role, dealing with both security audit and maintenance mechanisms.

![Diagram of security management platform](image)

**Figure 2:** The CockpitCI cyber-detection and analysis layer (red flows=management, green=eventoing)

The SMP performs the configuration of detection agents on the field, allowing to set-up their detection thresholds and other relevant parameters. This detection threshold depends on both the risk level of the overall infrastructure (the level of detection shall be higher if the probability of an attacks is higher) and on the specific detection needs (e.g. in case of abnormal event detection on specific system, the SMP shall be able to verify all similar components in the CI to check their security level).

Due to the demanding availability requisites and little tolerance to delays, the detection architecture is to be implemented using a network that is separate from the SCADA system network (eventually it can use the same physical network, using VLAN (Virtual Local Area Network) or other types of overlay techniques for traffic separation), in order to guarantee that it does not interfere with the normal operation of the control network.

5. **Analysis layer**

The analysis components of the PIDS provide a way to extract information from the data collected by the agent layer or directly from network traces. These components are arranged in a two-level architecture with local instances fine-tuned for each network scope.

5.1 **Local and global correlators**

Local correlators perform the first step of correlation, filtering and reducing the number and noise of the alarms generated by the detection layer, while providing a mechanism for security event generation that is able to filter, process and relate events within a network segment (e.g. alarms generated by two or more detection agents, multiple events from the same source).

Local correlators receive the events from local detection agents (e.g. HIDS) on their network scope and process them accordingly with a set of rules, forwarding significant results to a global correlation engine. This approach provides context separation, at the same time allowing for better efficiency and scalability for real time event processing. After local correlation, events are sent to the global correlators and from the latter to the SMN, using the Intrusion Detection Message Exchange format (Debar 2007). IDMEF defines an experimental standard for exchanging intrusion detection related events. As a standard, it can be used as a vendor or product independent enabling intercommunication between different agents such as NIDS or Honeypots.
As illustrated by Figure 2, local correlators receive events from the different agents such as NIDS, HIDS, Honeypots, among others. These agents are distinct according to network zone in which the local correlator is located. Despite of the range of different agents, the local correlator should use the same interface for all of them, as messages are received through an Event Bus (discussed on Section 7). This interface will allow subscribing to the events published by the agents. Local correlators also have an agent adaptor interface that allows for management, via the SMP.

Regarding the event interfaces for the main correlator we have different types: one to receive events from the local correlators and another one to send events to the SMP, both using an Event Bus. As local correlators have already previously processed received events, the main correlator can focus in Multi-Step, Attack Focus Recognition correlation, as well as Alert Prioritization. A management adaptor provides the interface for the SMP to configure the correlator (see Figure 3).

The correlators are implemented using the Esper (Esper) Complex Event Processing (CEP) tool. This was due to the fact that Esper is a multi-platform, flexible and mature tool, in development since 2006. Also, performance tests have shown Esper to exhibit a good balance between memory usage, CPU usage and execution time, when processing hundreds of thousands of events.

Figure 3: overview of the correlator architecture

Esper can natively accept events represented in XML, among others, which is useful as IDMEF, used by the PIDS, is an XML-based format. If a XML schema document (XSD file) is provided Esper can read the schema and properly present event type metadata and validate statements that use the event type and its properties. To access the elements of the event the correlator uses XPath expressions. If a schema for the XML is provided, the XPath expression needed to reference the attribute can be inferred automatically. Otherwise, expressions can be manually configured.

An overview of the architecture of a PIDS correlator, based on Esper, is pictured in Figure 3. The events received from the input adaptor are sent to the Esper Runtime (EPRuntime); this provides the interface to the event stream processing runtime services. The statements are registered in the EPRuntime and represent the event stream queries and/or event pattern. Each statement can have one or more Statement listeners bound to them. When the condition of a query is verified Esper can trigger the listener(s) bound to the rule, insert the result of the statement into another stream (that already exists or is created at that time) or do both options. If a rule generates a new event, that need to be sent by the correlator to the Event Bus, the listener will interface with the output adaptor to send it. Output events are generated by rules making use of input events, cached events, the internal state and information from external sources.

Esper statements are added to the EPRuntime through the Esper Administrator (EPAdministrator) module. This is an administrative interface to the event stream-processing engine. For security auditing purposes the correlator will log all events and traces of the actions performed to persistent storage. The events will be logged as they are received in the correlator and the EPRuntime shall also log the actions executed by the
Correlator. Correlation can make use of information taken from external sources. These sources can provide additional information related, among others, to the definition of the network topology and other detailed system information. These external sources (knowledge/topology databases) can be queried directly from an EPL statement. New rules can be added to the correlation engine dynamically, without restarting the engine. Using the same correlator tool for the two levels of correlation provides uniformity, since the same language is used to express the correlation operations, and allows easier integration with the Event Bus, as the same interfaces can be used for the two levels. Using the same rule description language for both correlators simplifies the task of rule management by operators and security experts. Additionally, some correlation rules can be used in both correlators without the need to be converted.

5.2 One-Class support vector machines (OCSVM)

OCSVM (One-Class Support Vector Machine) are a natural extension of the support vector algorithm to the case of unlabelled data, especially for detection of outliers. However, unlike SVM or any another classification algorithm, OCSVM does not need any labelled data for training or any information about the kind of anomaly is expecting for the detection process. OCSVM principles have shown great potential in the area of anomaly detection (Ma 2003, Li 2003, Schölkopf 2001). Moreover, OCSVM is capable of handling multiple attributed data (Hsu 2003, Wang 2004), which is well suited for SCADA systems.

The advantages of the OCSVM component are manifold: since OCSVM does not require any signatures of data to build the detection model it is well suited for anomaly-based intrusion detection in SCADA environment; since the detection mechanism does not require any prior information of the expected attack types, OCSVM is capable of detection both known and unknown (novel) attacks, besides being robust to noise in training sets. Also, algorithm behaviour can be controlled and fine-tuned by the user to regulate the percentage of anomalies expected (thresholds, as defined via SMP via the OCSVM management adaptor).

OCSVM operation consists of 2-steps, namely: training and testing. During the training stage OCSVM builds a model from training on normal (i.e., obtained from a system operating under normal conditions, without any attack in progress) data and then classifies the new data as either normal or attack based on its geometrical deviation from the training data in the testing stage. Since the OCSVM detection approach is robust to noise samples, the training data set can include some noise samples (i.e. data which does not correspond to the normal behaviour). An OCSVM component is deployed in IT, Operation and Field network zone(s), therefore requiring different training sets.

Once the training phase is complete, the OCSVM module is capable of detecting possible intrusions (abnormal behaviour) to the SCADA system, based on real-time capture of network traffic traces. The detection module will classify each event whether it is a normal event or a possible intrusion. This information will then be encoded in an IDMEF message and sent to the main correlator, using an adaptor for the Event Bus, in order to react accordingly to the detected intrusions.

6. Detection agents

The detection agents are the lowest level of the detection layer. Their purpose is to gather information from the system. As the format of information provided depends on the type of detection agents used (type of probe), adaptors allow the acquisition of data from the system in a recognised format. Detection agents and adaptors are essential to feed the local correlators of the detection layer with input data regarding suspicious activity. The PIDS encompasses several kinds of probes and detection agents, among which the most relevant are next described.

6.1 Threat detection agents

Network IDS: the perimeter for each network scope is monitored using NIDS components for each one: IT Network NIDS, Operations Network NIDS, and Field Network NIDS. These have interfaces to report the security events to the zone correlator within their network scope. In the PIDS, Snort (Snort) is used for this purpose, albeit other NIDS could be used.
**Host IDS**: the Host IDS is deployed in the hosts/servers of the system. It is capable of reporting anomalous behaviour in the machine where it is deployed. In the CockpitCI PIDS, OSSEC (OSSEC) is used for this purpose, but other HIDS could be used.

**Honeypots**: acting as decoys and being capable of detecting attackers probing the network, honeypots provide another source of data for correlation. There are three types of honeypots in the detection layer: IT Network, Operations Network and Field Network honeypots (Simoes 2013).

**Exec Checker (linux hosts)**: capable of detecting malicious network frames by sniffing the traffic, the Exec Checker (in active or passive mode) captures the different parts of an executable in the network traffic to recreate the file and send it to an analysis tool.

### 6.2 Vulnerability detection agents

**Output Traffic Controls (linux hosts)**: capable of detecting Remote Access Trojans, this specific tool regularly scans system components to check if a remote access toolbox has been installed on components to facilitate external attacks.

**Vulnerability Checker (windows hosts)**: this tool provides a regular control of system vulnerability to check if the monitored systems are vulnerable or not according to an updated database. This tool can be customized for IT or SCADA host profiles.

**Configuration Checker (linux/windows hosts)**: this tool provides a regular control of system configurations to check for unauthorized modification.

### 6.3 Security event detection agents

**Behaviour checker (linux/windows hosts)**: capable of detecting attacks/threats by analyzing low-level hardware/software behaviour, this specific family of detection agents retrieves hardware/software information such as temperature and CPU (Central Processing Unit) activity in order to avoid accidental or malicious outages.

Security events generated by detection agents are encoded using the IDMEF format. All detection agents have a separate channel (another interface or secure channel) for management purposes, enabling the security staff to adjust the configurations with the scenario requirements, via the SMP. The detection agents send their messages by means of an Event Bus described in Section 7, which also details the management interfaces for the agent adaptors. These interfaces (eventing and management) were designed to ease integration of several types of detection capabilities (such as antivirus, for instance) providing wrapper components for event generation and the management API.

### 7. Interfaces and integration

This chapter describes the transport mechanisms and interfaces for event data flowing between the several existing components of the PIDS, also addressing their management interfaces.

### 7.1 The event bus

The Event Bus is the component responsible to manage the communication of the events between the different elements of the PIDS, whose architecture is detailed in Figure 4. Events generated by the different agents within each zone are sent to an Event Bus broker. The broker is then responsible to route this events to a queue from which the local correlator can consume them. After processing and correlating, the events each local correlator sends the events to another broker that feeds the main correlator. The events produced by the main correlator are sent to the main broker that routes them to a queue where they can be sent to the SMP.
Figure 4: Event bus architecture

The Event Bus uses a Message Oriented Middleware (MOM) (Banavar 1999) to provide efficient event communication among the (sometimes, heterogeneous) components that comprise the PIDS. Several MOM implementations depend on a Message Queue (MQ) system to allow asynchronous message delivery, by providing a temporary storage, on memory or disk, for the messages. Messaging applications communicate with each other through a messaging system, acting either as a message producers (senders) or consumers (receivers). Producers and consumers are loosely coupled, being connected through virtual channels called publish-and-subscribe (one-to-many) channels or point-to-point (one-to-one) channels (Chappell 2004).

For the integration of eventing interfaces, the CockpitCI PIDS adopted an Event Bus based on the Advanced Message Queuing Protocol (AMQP) (OASIS 2011), a wire-level, open standard application layer protocol for MOM that defines a neutral (IDMEF-compatible) encoding scheme of byte sequences to pass over the network. An AMQP messaging system comprises three main components: publisher(s) (which assemble messages and send them to a message queue) consumer(s) (which receive messages from a message queue) and broker(s)/server(s) (responsible for receiving messages from publishers and route them to the right consumers).

The AMQP-based MOM brings a set of important features to the PIDS architecture, namely:

- **Security**: it supports authenticated and/or encrypted transport, using Transport Layer Security (TLS) or Simple Authentication and Security Layer (SASL), to protect events from tampering and/or eavesdropping.
- **Message reliability**: it can guarantee message ordering using a queuing broker, ensuring that messages are delivered to the receiver in the same order in which the sender sent them, with support for disconnection (messages may be held in a queue for deferred delivery).
- **Resiliency**: message delivery semantics provide a range of delivery options, with special emphasis to the exactly-once and at-least-once modes. These delivery modes, guarantee the message to arrive to the intended destination no matter what. The messaging provider will retry the delivery of a message upon a delivery failure.
- **Scalability and High Availability**: it provides scalability for the communication system thanks to the publisher-subscriber model. The agents can send events, publishing them to a queue/exchange in the broker, which is subscribed by a correlator to receive the messages. This allows adding additional consumers with ease, for failover or to distribute the correlation load across more than one instance. Also, a group of brokers can be clustered together for high availability and/or scalability/load-balancing.

Moreover, the protocol is vendor-neutral and platform-agnostic. There are several open source implementations for many different programming languages.
7.2 Management interfaces

For each managed entity that does not provide a suitable management interface, a component management adaptor/coupling architecture provides an uniform API and Data Model for each component that does not expose its own native management interface.

The Management Adaptor also embeds an API/Data Model module that is responsible for maintaining its data model (state and semantics) properties and also to provide the web service API interface to manipulate them. Accordingly with the mapping rules from the Abstraction Class, attributes exposed by the API layer might have several properties, defining and describing their access mode (read, write), or data types. The API makes use of REST (REPresentative State Transfer) (Fielding 2000) web services, with security being provided with the help of HTTPS with other authentication mechanisms such as client certificates or signed requests.

The data model structure for management adaptors is standardized, being inspired on hierarchical models usually found on management protocols such as SNMP (Case 2002), being arranged as a tree. Asynchronous events are also supported though inclusion of eventing properties, enabling a specific attribute to generate notifications when its state changes.

8. Conclusion

This paper presents the architecture of the PIDS within the CockpitCI architecture. This architecture was designed to address the special cyber-security needs of CIs, such as ICS/SCADA systems, being based on a distributed approach that attempts to bring the most effective detection mechanisms and tools together with correlation and anomaly detection analysis techniques, in order to create a solution that starts with the state-of-the-art in CI security as its baseline.

A strong point of this architecture lies in its capability for assimilation of a diverse range of detection tools in a coherent framework with homogeneous coordination and orchestration. Using distributed two-level correlation capabilities the PIDS is able to get a micro and macro-perspective on the ongoing status of the monitored CI, while being capable of dealing with unknown threats, thanks to the incorporation of machine-learning anomaly detection features. Future work will address improved integration with the SMN, while expanding on functionality and diversity of detection components.
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Abstract: Businesses and governments alike are grappling with configuring their cyber security postures effectively in a manner to account for rapid changes in the cyber threatscape. Defensively security policies and measures (inclusive of software and hardware technologies) on their own are wholly inadequate in protecting against proliferating threats. An effective approach for securing and advancing cyber interests will have to combine more proactive defences with intelligence on, and the engagement of, adversaries. Offensive and defensive measures, in turn, should be integrated with an institution’s strategy and objectives. Appropriately conceptualised, Cyber Counterintelligence (CCI) could meet these requirements and offer a practicable approach for governments, businesses and other sizable entities. There is a precondition. To be effective, CCI should be an integral part of multi-disciplinary Counterintelligence (CI) — conceptually and in practice. However, at least in as far as consulted academic literature is concerned, such conceptualisation is lacking. Disconcertingly, the theoretical discourse about CCI is gaining momentum without a categorical explication of CI. Such theory construction is flawed and, within CI, the price for bad theory is paid in costly failures. Therefore, this paper conceptualises CCI as part of CI. To this end a cursory primer on CI is provided. Building on this primer, the paper proceeds with advancing: (i) A definition of CCI. (ii) A three-tiered postulation for conceptually integrating CCI with multi-disciplinary CI, Intelligence and Strategy. (iii) A taxonomy of CCI tools, methods and means. (iv) A matrix that has the dual purpose of (a) categorising CCI tools, methods and means; and (b) plotting a CCI posture in accordance with the nature and the needs of a specific institution.
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1. Introduction

What was seen as a paradigmatic shift in thinking at the turn of this decade is now commonly accepted – conventional cyber security we have been relying on is deteriorating on all fronts (Lüüs 2012). As a result, cyber space is now probably more insecure than it has ever been (Bodmer et al 2012). It is also likely to be the most secure than it is going to be for the foreseeable future. It is, simply put, going to get much worse. According the World Economic Forum (WEF 2014): “[t]he world may be only one disruptive technology away from attackers gaining a runaway advantage.” The past two years has indeed witness an unprecedented escalation in the sophistication and detrimental impact of cyber criminals, hacktivists and other such role-players. Simultaneously, the pervasiveness of nation states’ cyber surveillance by the intelligence apparatuses of not only the United States (U.S.) and United Kingdom (UK), but also the People’s Republic of China (PRC) and Russia continue to make headlines.

With the awareness of conventional cyber security’s faltering, both state and non-state actors have been intensifying the quest for ways to more effectively protect and advance their cyber interests and, in the case of service providers and vendors, those of their clients. As could be expected, solutions offered in the market place vary considerably. Buzzwords and marketing slogans currently gaining favour include counter exploitation, threat intelligence, offensive measures, hacking back, threatscape and intelligence software analytics (IBM 2013, Helton 2013). Common to most of these solutions advocated, is recognition of the imperative of intelligence on threats actors and the need to engage threats pro-actively/offensively. There is a sense of taking the fight to adversaries. The use of such notions and phrases would have been encouraging if it was indicative of a move to proactive, integrated and balanced approaches (Helton 2013). As it currently stands the use of these terms is, however, disturbing for three inter-related reasons. Firstly, the terms are used vaguely and without the proper context from the statutory intelligence practice from which they are often derived. In marketing jargon ‘intelligence’ is used interchangeably with ‘data and information.’ Consequently, solutions offered under the rubrics of ‘intelligence’ may not solve the problems for which they purport to be the fix. In a similar vein the opting for quick-fix offensive actions, not dovetailed with an appropriately configured defensive posture, is inviting disaster. Equally disconcerting, solutions and terms are sometimes thrown around without qualifying that some aspects of cyber defence and offense are the exclusive prerogative of the state apparatus in most countries. These functions ought not to be ‘out-sourced’
to other entities. Secondly, solutions being offered are essentially technical and tactical in nature. As important as they are, technical and tactical measures on their own, were mentioned earlier, as being insufficient to confront the sophisticated threat actors about whom we are most concerned. Social engineering, to cite one example, “played a part in nearly every major hack or breach in 2013 yet it still stays in the background when we consider security controls. This is something that needs to change as we move forward.” (ISC^2 2013). Thirdly, these solutions are presented as neat ‘add-ons’ or ‘plugins’ to be used as a layer additional to existing cyber security measures. ‘Add-ons’ seldom have, and certainly will, not in future, offer adequate protection against advanced adversaries. To counter adversaries, cyber security has to be part of organisational DNA and not mere feel-good plasters offering little real protection.

There is a way in which such synergy can be achieved and the tables turned on cyber adversaries. This paper posits cyber counterintelligence (CCI) as a practicable approach to effectively securing and advancing cyber interests. From this perspective, malicious cyber actions are not all bad news. The good news is that we can exploit malicious cyber actions to our advantage and adversaries’ detriment. There is, however, a precondition and there are no half measures. To be effective CCI needs to be properly conceptualised and implemented. If not, it is your highway to hell that could end in self-destruction. For a substantial part, this conceptualisation entails the application of time-tested counterintelligence (CI) notions to the cyber sphere. It is a case of going back to time-tested CI fundamentals in order to enable our prosperity in the cyber sphere today and in the future. It is a case, as suggested by the paper’s title, of going back in order to successfully move to a more secure cyber future.

This paper’s primary aim is to provide a conceptual baseline that could aid in stimulating the academic discourse on CCI. Consequently, it ensues with a cursory overview of the status of CCI in the public and academic discourse on cyber security. An academic self-awareness of CCI under-theorised status is a first step in addressing this near void. The paper proceeds with advancing CI and CCI constructs hopefully useful to this discourse. Rather than aiming to impart radically new concepts, the emphasis is on presenting existing knowledge in a manner conducive to further academic debate. Such conceptual ‘building blocks’ include a definition and delineation of the CCI as a CI sub-discipline, a taxonomy for CCI methods and means as well as a CCI matrix for configuring an offensive-defensive posture. It concludes with some views on CCI’s future and by suggesting areas for further academic enquiry.

As noted above, the following section reflects on CCI under-theorised status, since such awareness is an important first step in make progress with the academic discourse.

2. Cyber counterintelligence’s under-theorised status

In one form or the other CCI has been practised as part of the statutory CI functions in various intelligence communities for well over two decades. CCI has also been offered as service by a few niche companies for some time. Until very recently, however, CCI has not really gained traction outside the statutory security structures and the relatively small batch of clients the niche companies served. Despite the key it holds to secure cyber interests for state and non-state actors, CCI entered the second decade of the 21st century underappreciated and underexplored in policies and other literature in the public domain. The overwhelming majority of governments’ cyber security policies do not make any references to counterintelligence. In the few instances that the concept is cited, counterintelligence is hardly at the centre.

Nevertheless, CCI has fast been gaining traction during the last two years. The 2013 proceedings of the 12th European on Cyber Warfare and Security (ECCWS), for example, comprise of 44 papers and is a voluminous 406 pages in length (Kuusisto & Kurkinen, 2013). Not one of these papers makes mention of CCI. In fact, only one sentence in the whole of the proceedings makes cursory reference to the concept counterintelligence (Kuusisto & Kurkinen, 2013: 244). One year on and ECCWS 2014 features a dedicated mini-track to Cyber Intelligence/ Counterintelligence. While this certainly reflects an increased awareness of CCI, contributions are scarce. This is one of only two papers at ECCWS 2014 with CCI as a primary focus.

While a few commendable books have been published on the subject, these are minuscule in comparison with the proliferating material on cyber security generally. However, the shift in emphasis towards CCI is also apparent here. An outstanding work by Bodmer et al was first published in 2012 with the title Reverse

Although CCI is set to gain in prominence, the participation in and agenda of this discourse will inevitably be influenced by the relative obscurity of CI in general. CCI will be demonstrated in further sections as a sub-set of the broader, multi-faceted CI discipline. It thus follows that contributions to CCI would need to be preceded by some grounding in CI. CI, however, and herein lies the glitch, is in itself academically obscure and undervalued. This obscurity is as old as its inception as a formalised discipline in the run-up to the Second World War. One reason for CI’s obscurity in the academic debate is its complexity. The following statement by a U.S. CI veteran during the Cold War has lost none of its relevance: “It is not easy, nor can one feel confident, to re-enter this world where, it has been said, the tortuous logic of counterintelligence prevails … Unfortunately, there seems to be no easy way to explain counterintelligence … Because effective counterintelligence is a combination of so many aspects.” (Miller, 1980) Even among policy makers, scholars and “national security practitioners” in foremost intelligence communities such as those of the U.S., “the role of counterintelligence remains little known or understood” up to this day (Van Cleave 2007).

Since the role, functions and importance of CI is opaque within statutory intelligence circles, the reluctance of ‘techies’ to apply this concept to the cyber sphere is understandable. In a similar vein, those skilled and experienced in more conventional counterintelligence do not necessarily have a sound working knowledge of technical cyber. If we are not clear on a conceptual level, we can hardly make progress in the academic discourse, thereby eventually affecting our ability to implement sound solutions. In the conceptual difficulties of CI also lies the opportunity. If we can understand and explain CI, we can explain CCI and unlock the latter’s potential as a force multiplier.

This section illustrated the need for contributions to the budding field CCI to be clearly rooted in CI. In line with this contention, the next section provides a conceptual primer of CI.

3. A primer on counterintelligence

Counterintelligence has been practised for millennia. Some enduring principles were penned in 500 B.C. by the much-quoted Sun Tzu in a specific chapter in his The Art of War devoted to the use of spies and counter-spies (Giles 2002). The term in its contemporary connotations entered the English lexicon in the mid-1930’s (Dictionary.com 2013). For some, counterintelligence is all about spies chasing spies. For others, it invokes mundane security measures. Counterintelligence is both of these aspects and so much more.

3.1 Delineating counterintelligence

Counterintelligence can be defined as the collective of measures undertaken to identify, deter, exploit, degrade, neutralise and protect against adversarial intelligence activities deemed as detrimental or potentially detrimental to the own interests (Duvenage 2010). The term ‘counterintelligence’ is thus an abbreviated form for the countering of hostile intelligence activities. Adversaries engaging in hostile intelligence actions include nation states, corporate entities, criminals, activists, individuals and any combination of these.

Adversarial intelligence activities comprise espionage, deception (disinformation), influencing and some forms of covert action. Of these different intelligence activities, espionage is the most central. Espionage to obtain protected information in order to gain a competitive advantage can be an end in itself; or such information can be used to further other malicious ends such as data manipulation, disinformation and disruption. Sophisticated adversaries execute their intelligence actions through the exploitation of humans (HUMINT) and technical means (TECHINT). The latter, in turn, comprise Signal Intelligence (SIGINT), Imagery Intelligence (IMINT), Measurement and Signature Intelligence (MASINT) and Cyber Intelligence (CYBINT). These conduits and their relation to adversarial intelligence ends can graphically be depicted as follows in Figure 1.

Several revelations by the whistle-blower Edward Snowden provide a practical illustration of the above. During September 2013, for example, The Guardian newspaper revealed that the British and U.S. Agencies run HUMINT operations to “help secure an insider advantage” (Ball et al 2013). To this end the British Government Communications Headquarters (GCHQ) established a HUMINT Operations Team (HOT) “responsible for identifying, recruiting and running covert agents in the global telecommunications industry.” (Ball et al 2013). These operations enabled the Agency to “tackle some of its most challenging targets” – specifically in the
encryption sphere (Ball et al. 2013). In this instance, success in the field of CYBINT thus depended on the effectiveness of HUMINT operations. The reverse is of course also true. Given the high and growing digital dependence, CYBINT is often a critical enabler in the HUMINT sphere. To be effective CI needs to counter all types of adversarial intelligence activities and, in the case of high-end adversaries, it has to do so in more than one or all of the conduits.

**Figure 1: Adversarial intelligence: Conduits and ends**

### 3.2 Counterintelligence: Measures, means and modes

To execute its mission, CI relies on measures and means that vary from the passive-defensive to active-offensive. At the one end of the spectrum, passive-defensive measures strive to deny adversaries access to protected information assets. They reduce vulnerabilities through a combination of policies, procedures and practices – referred to on a lighter note as “gates, guards, guns, and dogs” (Franço 2001). Apart from denying opponents access, properly instituted passive-defences measures are like caste walls. In addition to preventing common intrusions, their presence discourages intrusion attempts and consequently serves a deterrence function. Examples of passive-defensive measures are access and movement control, perimeter security, alarm systems, safes and vaults. At the other end of the spectrum, offensive counterintelligence aims to neutralise a competitor’s intelligence efforts through measures ranging from deception and manipulation to the neutralisation of adversarial intelligence activities and systems (Duvenage 2013). Deception takes various forms and can be achieved through numerous means. Skilfully executed, deception attains a primary counterintelligence aim, which is the manipulation and control of an adversary. In the words of Codevilla (1992): “Action against the enemy through the enemy’s own intelligence is the very consummation of CI.”

Between passive-defensive and active-offensive lie a wide array of other measures such as pre-employment personnel security; in-service personnel security; technical surveillance countermeasures (TSCM); surveillance (physical, static, mobile and electronic); double agents; agents and continued monitoring. In most instances, these measures can serve defensive or/and offensive purposes. Defensive counterintelligence tactics and strategies provide information to, and act as triggers to alert the offensive side of the practice. Similarly, offensive operations (for example a source reporting on an adversary’s intentions and capabilities) inform the pro-active configuration of defences. It will also be noted that several of these are highly useful in the collection of information on internal vulnerabilities (e.g. organisational weakness and the insider threat), the external environment as well as actual and potential adversaries. It goes without saying that without such information being analysed CI would be blind and unable to execute the defensive-offensive interplay. The following simplified matrix, per Figure 2, conveys CI’s nuanced offensive-defensive interplay and the importance of collection:
DEFENSIVE MODE

<table>
<thead>
<tr>
<th>Passive Defence</th>
<th>Active Defence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Denies the adversary access to information through security measures, systems and procedures.</td>
<td>The collection of information on the adversary to determine its sponsor, modus operandi, network and targets. Methods include physical and electronic surveillance, dangles, double agents, moles and electronic tapping.</td>
</tr>
</tbody>
</table>

OFFENSIVE MODE

<table>
<thead>
<tr>
<th>Passive Offensive</th>
<th>Active Offensive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Some forms of collection, disinformation and disruption. Include ‘dummies’ and ‘decoys’.</td>
<td>The adversary is deceived and its interpretation manipulated. Disinformation can be channelled through for example double agents and ‘moles’. Active-offensive CI could include some forms of collection and Covert Action. (Covert action aims to influence role-players, conditions and events without revealing the sponsor’s identity.)</td>
</tr>
</tbody>
</table>

Figure 2: A four-sector counterintelligence matrix (compiled by the authors on the basis of narratives in Prunckun 2012, Sims 2009 and Godson 2001)

3.3 Counterintelligence process

The preceding matrix and discussion above, demonstrate CI as an intricate and exhaustive discipline. It is not only about defences, but also the concrete advancement of own interest vis-à-vis adversaries. No matter how well-resourced, the CI endeavour cannot protect all assets and advance all interests all the time. Prioritisation is critical. Since CI is not and end itself, optimal prioritisation requires CI to be at the centre of a business (or other entity’s) strategy and Intelligence. While part of business Intelligence and strategy, CI is executed by means of a unique counterintelligence process which provide for the offensive and defensive thrusts. The traditional (positive) intelligence cycle, adaptations of the latter or other alternatives such as Clarke’s target-centric process (Clarke 2004) simply do not work in CI – not conceptually and not in practice. Although it cannot be described within the confines of this paper, a CI process model proposed by Duvenage & Hough (2011) is proving useful also within CCI.

This section provided a primer that demarcated CI, explained CI measures and modes and reflected on the CI process. Building on this overview of CI, the paper proceeds with conceptualising CCI.

4. Conceptualising cyber counterintelligence

This section provides a provisional definition of CCI, advances a proposition for integrating CCI with CI and Intelligence and outlines some CCI methods, means and modes.

4.1 Defining and delineating cyber counterintelligence

While various definitions for CCI have been advanced, none of these specifically explicate the relationship between CCI and CI (cf. Carrol 2009, Bodmer et al 2012). In keeping with the paper’s central contention, CCI is defined as that subset of multi-disciplinary CI aimed at deterring, preventing, degrading, exploiting and neutralisation adversarial attempts to collect, alter or in any other way breach the C-I-A of valued information assets through cyber means. Expanding on this definition, it is postulated that CI delineates CCI on the following three tiers (Duvenage & von Solms 2013):

- Applied to the cyber context, CI theory and practice provides a conceptual template for modelling CCI actions in the safeguarding and advancing of cyber interests. Mirroring CI, CCI has offensive and defensive missions that are distinguishable but not separable.
- To be effective, cyber counterintelligence needs to be interlocked with all-field counterintelligence – defensively and offensively. In this sense, CI cements an integrated approach to securing the cyber space. CCI is thus about both the modelling of cyber actions on CI, and the integration of these offensive and defensive actions with conventional CI.
- Effective CI protects and promotes the Intelligence endeavour and business strategy. Since CCI is part of CI, it is also integrated in business strategy and Intelligence.

Figure 3 depicts this three-tiered relationship graphically.
The postulation, per the narrative and Figure 3, is admittedly cursory and does not purport to conform to the criteria of a conceptual model. However, it could provide a useful premise for further research and the development of a conceptual model for implementation in the cyber domain.

4.2 Overview of cyber counterintelligence methods, means and modes

The section above made graphic and narrative reference to defensive and offensive CCI actions. Mirroring CI in general, CCI methods and means can be deployed in offensive and defensive modes, but defy categorisation in watertight compartments. At the very ends of this spectrum there are a few methods and means that could be designated clearly as active-offensive (notably cyber weapons with destructive purpose such as Stuxnet) or passive-defensive (e.g. access control and validation directives). In the main, however, offense-defensive and active-passive are not neat compartments, but rather the manner in, and end towards which, methods and means are deployed (Duvenage & von Solms 2013). This is illustrated in the following matrix, in Figure 4, which depicts the four cyber-counterintelligence modes (postures) an entity could assume:

Figure 3: The cyber counterintelligence pyramid (created by the authors)

Figure 4: Cyber counterintelligence matrix (created by the authors)
Petrus Duvenage and Sebastian von Solms

The CCI matrix per Figure 4 is more than a notional construct and can be applied practically in the plotting of CCI methods and means. Utilising the matrix a presence is maintained, or at the very least that contingency planning is done in respect of all four quadrants. It furthermore facilitates innovation and creativity in the application of methods and means. Contrary to a misconception, for example, an Intrusion Prevention System can be configured with surprising positive results in executing aims in the other three quadrants. Consequently, the construction of a tabulated taxonomy of CCI methods and means could very well be an oversimplification. Nonetheless, at this early stage of conceptualising CCI such a simplification serves as a soundboard for further debate. With this caveat, a cursory taxonomy of CCI methods and means is provided per Table 1 (for reasons of layout featured on the next page).

Self-evidently, Table 1 samples only some of the wide array of CCI methods and means. Moreover, and given the length constraints of an article, on a very few of these are further elaborated upon, namely honeypots and decoys, cyber profiling and cyber-agent operations.

It would have noticed that of the means cited above, honeypots feature prominently in the active, passive as well as the defensive and offensive modes. Honeynets have been in use for more than two decades with the principle objective to detect, monitor and gain intelligence on adversarial intrusion on a network (Bodmer et al 2012). In recent years, the purposes of honeynets diversified from its original mostly defensive use to include also a much more active and/or offensive role. Concurrently, the different types of honeypots as well as configurations thereof, are sharply increasing. In respect of architecture, honeynets can be centralised, distributed, federated, and confederated (Bodmer et al 2012). The diversifying aims of honeynets now include one or a combination of deception, disinformation and the draining of adversarial resources through labyrinths and “rabbit holes” (Nakashima 2013, Duvenage & von Solms 2013). In a similar vein, decoys are highly useful in disrupting external intrusion and/or mitigating the insider threat (Voris et al 2013). The more resourced and sophisticated the adversary, the greater the imperative to attune the staging of honeynets and the content filling of honeypots, honeyfiles and honeytokens in accordance with the opposition’s interests and modus operandi (Duvenage & von Solms 2013). Remark: This narrative of Section 4.2 continues after Table 1.

**Table 1**: Taxonomy of cyber counterintelligence methods and means (adopted from Duvenage & von Solms, 2013)

<table>
<thead>
<tr>
<th>Defensive Mode</th>
<th>Active</th>
<th>Collect</th>
<th>Deny</th>
<th>Personel/User Defensive</th>
<th>Physical Defensive</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Protects against:</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Unauthorised access to facilities and systems.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• In loco theft of data, hardware.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Introduction of malware through physical access to systems.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Physical destruction.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Unauthorised reading (acoustic, visual, analogue, signals).</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• While not conventionally seen as a Physical Defence, supply-chain management has a physical defensive function. It is also part of System Defences.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Consists of aspects such as</td>
<td>• IT and user personnel vetting, re-vetting and confidentiality agreements.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Personnel security measures, BYOD user parameters or exclusions.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• User programmes in cyber security (e.g. handling of security incidents and malfunctions).</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Overlapping with system defences, the use of software decoys to mitigate the insider threat.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Investigations focused on cyber security incidents involving personnel. Could also include digital forensic investigations.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Comprises a combination of</td>
<td>• Hardware and software such as</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓ Network perimeter-based security (filters, certain firewalls, etc).</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓ Malware scanners.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓ Integrated automated systems/tools (that collect and evaluate information about devices connected to a network, activities thereon – inclusive of intrusions). Examples of such tools, discussed further on in the table, are decoys and honeynets.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓ Overlapping with the latter, are <strong>IDS and IPS</strong>. Depending on its configuration, a honeynet can be defensive or offensive in type/mode. The term fish bowling denotes the offensive configuration. (Remark: See <a href="http://ids.cs.columbia.edu/content/publications.html">http://ids.cs.columbia.edu/content/publications.html</a> for extensive work that has been done on IDS/IPS).</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Processes (such as supply-chain management, product verification and testing) are also in part system defences.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• <strong>Vulnerability assessments and penetration</strong></td>
</tr>
</tbody>
</table>

Remark: Within the area of Physical Security, there is an extensive convergence of CCI and conventional CI. In keep with the article’s central contention that CCI ought be
Counter-action with matching sophistication, in turn, requires sound analysis of high-grade information on the environment and adversaries. Unsurprisingly cyber profiling which involves the application of criminal and intelligence profiling methods to the cyber realm is fast gaining field as a CCI specialisation area (Bodmer et al 2012). In order to procure information on actual and potential adversaries, as well as to keep to tabs on hacking communities of all sorts, CCI outfits maintain a layered presence on nets and forums. This presence varies from the deployment of soft and hardware instrumentalities to the cyber equivalent of HUMINT counterespionage, namely the recruiting, turning and handling witting/unwitting agents (Duvenage & von Solms 2013).

### 4.3 Cyber counterintelligence as a multi-disciplinary subset of counterintelligence

In line with the theoretical outline of the relationship between CCI and CCI (Figure 3 and Figure 4), the practical safeguarding and advancement of cyber interests is a multi-disciplinary endeavour. CCI is thus not only multidisciplinary in itself but is overlaid upon multi-disciplinary counterintelligence. As part of the Edward Snowden revelations it was, for example, reported that the USA and UK Intelligence communities rely on the recruitment and running of HUMINT sources networks in the global telecommunications industry to “tackle” some of their “most challenging targets” - inter alia in the cryptology field (Ball et al 2013). In keep with such multi-dimensional threats, a CI operation in the cyber field could entail a multi-disciplinary team comprising

<table>
<thead>
<tr>
<th>Passive</th>
<th>Active</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collect</td>
<td>Disrupt</td>
</tr>
</tbody>
</table>

- **Collection** of information on and the monitoring of the cybersphere to detect cyber adversaries and their exploitation of the cybersphere in a manner that is not own-network restricted (i.e. requires more than deployment of systems described under defensive mode). Could, depending on configuration also include IDS/IPS, honey-client applications (as opposed to host-based honeypots) and data mining.

- **The recruitment and handling of virtual agents** on underground forums (under true or false flag) that can serve the purpose of collection and/or exploitation. (Under certain circumstances virtual agents can also develop into HUMINT assets).

- **Cyberespionage** on adversaries. Distinguishable from own-system collection (IPS, IDS, honeynets) on the basis that adversarial networks are actively targeted and exploited in accordance with strategic and operational objectives.

- **Measures taken to exploit and neutralise** adversaries activities in the cybersphere:
  - **System and honeynet configured offensively** with the aim of exploiting and deceiving adversaries. False information is displayed to adversarial reconnaissance tools, network scanners and listeners, etc. This has as one of its aims to lead adversaries in the direction of your own preference.
  - **Utilisation of virtual agents** for offensive purposes.

**Cyber warfare**, in the full extent of the term, is typically excluded from the mandate of civilian intelligence communities. Nevertheless, a civilian intelligence CCI outfit would have the capacity for selective operations that have cyber warfare characteristics.
cyber security specialists, strategic analysts, tactical and technical analysts, HUMINT specialists (e.g. agent handlers and intelligence psychologists), cyber-defense technical experts, language experts, ethical hackers, sociologists and religious experts (Bardin 2011). While a sharp edge on the offense, humans are also the weakest and possibly the most ruinous chink in the defensive armour. Powell et al (2013) asserts “an organizations insiders” as “primary threats to cybersecurity … [which are] …the most difficult to mitigate.” Complementary to technical defences, CI personnel fidelity measures and HUMINT counterespionage practices are thus critical. This is being highlighted by unfolding detail around the Edward Snowden incident.

The convergence of cyber and HUMINT counterintelligence was furthermore demonstrated by a recent re-evaluation of the Aurora attacks. This re-evaluation suggests the Aurora attacks were not, as was initially thought, a People Republic of China (PRC) operation targeting human-rights activists. It was in fact a Chinese counterintelligence operation to determine whether PRC intelligence operations and agents have been compromised to USA intelligence (Corbin 2013). Duvenage & von Solms (2013) cite as a further example of “an integrated CI initiative, a disinformation campaign as part of which the staging and content filling of a honeynet is harmonised with disinformation fed to an adversary through a HUMINT asset (e.g. double agent).”

### 4.4 Cyber counterintelligence and counterintelligence – an integral part of intelligence and strategy

CCI, to re-state the paper’s recurring theme, forms part of and is guided by the integrated CI endeavour. Consequently, CCI follows the CI processes noted in Section 3.3. CI not only safeguards a business, but renders inside information on competitors highly useful to executives. In addition; deception, disinformation and other such projects support a company in achieving its business objectives. The latter illustrates the theoretical postulations per Figures 3 and 4 which put Business Intelligence and strategy as the pivot around which CI and CCI evolves.

### 5. Conclusion

This paper forms part of the still spare yet fast growing body of academic literature which views CCI as a practicable approach for governments, businesses and other sizable entities for securing and advancing cyber interests. Proliferating threats and trends affecting cyber security are not all bad news. Contradictory as it may appear, the more extensive adversarial cyber action the greater the potential opportunity could be for counter-exploitation. The call for cyber CCI should not be misconstrued as a call for a free-for-all cyber Wild West. Performed haphazardly and in a silo, CCI could be self-destructive.

There are several pre-conditions for effective CCI. To be effective, CCI should be an integral part of multi-disciplinary CI – conceptually and in practice. In consulted academic literature, however, such conceptualisation is lacking. For the most part they endeavour to progress with CI theory construction, without a sound foundational explication of CI. Theory so formulated and models so constructed could hold serious negative repercussions on a practical level. Within counterintelligence, the price for bad theory is costly failures. As pointed out in an earlier contribution: “Conceptual models are not mere theoretical, academic constructs. Models condition our thinking and our approach to practice. What we therefore need is a sound overarching CCI model that can synergistically bind developing theory.” (Duvenage & van Solms 2013)

Therefore, this paper firstly aimed to put the counterintelligence in cyber counterintelligence. This was done through conceptualising CCI as part of multi-disciplinary CI and the applications of time-tested CI constructs to the cyber sphere. Secondly, the article offered a few conceptual constructs as contours towards the construction of such a model. So doing, it demonstrated the degree to which conventional, time-tested CI constructs can guide CCI’s conceptualisation. The actual construction of a credible model, however, will require extensive in-depth, multi-disciplinary research and debate.
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Abstract: Even though the direct effects of financial issues may seem obvious at first glance as far as the efficiency of Information Security measures is concerned, there are also many more indirect and subtle ways that Economics affect and are affected by the effort towards attaining the desired levels of Information Security. As such, the Economics of Information Security should constitute a significant part of the Information Security Posture Assessment process and be directly addressed in this context. As the complexity and interdependency of Information Systems augments and new technologies lead to the de-materialisation of Information Systems assets, it becomes progressively evident that the conflicting interests and incentives of the various stakeholders involved in the operation of an Information System affect the overall Information Security Posture of the entire system, perhaps even more significantly than technical or policy limitations. This paper examines economic considerations from an Information Systems Security / Cybersecurity viewpoint and sets the ground for further work that will integrate economics, along with technical and non-technical issues, into the Information Security Posture Assessment process.
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1. Introduction

It is a generally accepted truth that Information Security (IS) costs money. There are inherent costs in all aspects involved in the mitigation of the risks relevant to IS, such as the technology used, required procedures, statutory compliance, awareness education etc. The same holds true for Information System Security, or Cybersecurity, which is the IS subset that deals with Information Systems aspects of IS (what used to be known as “computer security”). The expenditure for IS has been steadily increasing over the past years, following the increase in emerging Cybersecurity threats as it has been established in the recently released “Global State of Information Security® Survey for 2014“ (PwC, 2013a). The “Emerging Threats” vs. “Cybersecurity initiatives” race is being viewed as the modern cold war face-off, which is constantly fuelled by large numbers of emerging threats as categorically shown in the ENISA Threat Landscape 2013 report (ENISA, 2013). Unfortunately, it may well be that even though IS expenditure increases, it does not do so at a rate capable of efficiently counteracting the emerging threats. Furthermore, the attackers are no longer lone hackers driven by personal agendas, but there may well be criminal organisations or even nations behind cyber-offensives.

The ugly truth is that this “war” is definitely asymmetric, as the attackers have many weapons in their arsenal and attacks can be mounted with low cost, compared to the possible gain stemming from a successful attack. On the contrary, regarding the defensive side, any “Cybersecurity initiative” faces the real risk of becoming a bottomless money-pit or, if funding is prematurely curtailed, not being able to justify its existence, and, even worse, provide a false sense of security to the defending force.

In the preface of their book titled “Foundations of Information Security: Based on ISO27001 & ISO27002”, Hintzbergen et al. (2010) make reference to the Great Wall of China as the ultimate example of the effort towards physical security and the effect of physical security in modern-day IS. The Great Wall of China, and fortress walls in general, are indeed very popular examples used in the IS literature (Groom, 2003) from which analogies are drawn (think of Bastion hosts and Gateway servers). However, the Great Wall of China can also be used to demonstrate the asymmetry of cyberwar. The Great Wall was built at great expense and effort, yet it too had vulnerable points, partly due to terrain and partly due to the limitations in its construction. A single well-targeted attack against the wall could result in a breach, and thus intrusion, with a total cost in effort and resources which was negligible compared to the total cost of construction and maintenance of the Great Wall.
It is thus not unfitting to draw analogies from this example for the Cybersecurity paradigm, whereby the equivalent “Great Wall” is constructed by a plethora of technical measures, supported by policies and procedures. The problem, though, frequently lies in the “brick and mortar” of this construct and manifests itself in the form of hastily produced and inadequately debugged software that, when integrated in the wall-building effort, comes with inherent defects and weaknesses. This is usually caused by the desire of software houses to minimise the time-to-market of a new product and maximise the profit on the relevant investment. Other problems with the “construction material” of the “wall” may result from choices made by the defending champions regarding the selection and integration of security-crucial components which are, once more, influenced by financial considerations. Furthermore, insofar policies and procedures are concerned, they, too, are governed by direct financial decisions, as well as by indirect ones, such as those that are related to productivity, financial risk, reputation issues etc.

2. **Vulnerabilities induced by economic considerations**

Economic considerations are being used in the process of risk assessment, usually to define an organisation’s “risk appetite” and lead to informed decisions regarding the implementation of security measures. Even though there is nothing intrinsically wrong with this procedure, which does indeed produce valid results, perhaps a change of paradigm is in order: the economic considerations themselves should form part of the threat landscape that needs to be examined in the context of a risk assessment.

In such an approach, economic considerations will not only function as the yardstick against which every type of risk and its compensatory measures are benchmarked, but they, too, will come under scrutiny and evaluation.

In the following sections, an effort is made to bring to light a number of economic considerations that give rise to vulnerabilities or may even be themselves identified as vulnerabilities for IS.

The question that needs to be addressed is whether, and to what extent, the economic considerations that may seem justified from the Management’s point-of-view, adversely affect IS, and Cybersecurity in particular, and if these can be somehow controlled.

2.1 **Diverging incentives and holes-in-the-wall**

It was already mentioned that the defensive wall that organisations are trying to build around their information assets may be undermined by the different incentives between the organisation and the software and hardware vendors. One such difference may indeed be the fact that software vendors are commonly more concerned with the production of buyer-acceptable software at minimum cost and with minimal time-to-market, rather than with the effort towards the security of their product (Anderson & Moore, 2006) which is usually exhausted at the lowest obligatory level prescribed by regulatory compliance (Shostack & Stewart, 2008, p.107). It is interesting that at this day and age software houses still shy away from assuming any of the risk stemming from the use of their products (Marotta-Wurgler, 2007 & 2011). In order to use the software, clients have to accept disclaimers that minimise or even eliminate the liability of the software producer/vendor. Effectively, as Bessey et al. (2010) put it: “Indifference can arise from lack of accountability”.

However, even though users may like the idea of secure software, they can neither really tell the difference between secure and insecure software nor are they inclined to pay for better-written software. Thus, because of competition, the costly effort that goes into the production of secure software cannot be adequately compensated for (Anderson & Moore, 2006). This, in turn, makes it difficult for software houses to allocate funding and resources for the production of secure software. If software security were somehow enforced, software would probably cost significantly more than it does today.

The problem of diverging incentives between the software houses and their ultimate clients becomes even more serious if stories, such as the one reported by Reuters (2013) exposing a secret $10 million contract between RSA and NSA, prove to be true. If products by Information Security giants that are used by hundreds of software producers and service providers are tainted in the manner reported by Reuters, then innumerable end-users ranging from individuals to corporate entities, to governmental and international organisations, are adversely and grossly affected.
2.2 Upgrading towards greater risk

The function of Information Systems in a constantly changing landscape of emerging threats requires systematic updates in order to maintain an acceptable level of Cybersecurity. Continuous updating is in part necessitated by initial inadequate debugging of software code. Hence, updates become tools for fixing bugs and addressing security liabilities during the production phase of software (Brown, 2005). Complete debugging becomes virtually impossible given the complexity of the code and the constraints imposed on software production by economic considerations. It is also assumed that once a “patch” is applied in order to control an existing short-coming in the code or provide new functionality, the additional code may itself have new and different short-comings that create new vulnerabilities to be addressed and so on. However, it is reasonable to assume that with every iteration of the update process, the software tends asymptotically to a state of higher security that should eventually -ceteris paribus- lead to a higher level of Cybersecurity. Unfortunately, all other things do not remain constant, and “new and improved” versions of the software, nominally give rise to a myriad of new vulnerabilities.

In practice, even if not required or requested by the customer, the upgrade to the new version of the software is compulsory -usually at significant cost-, as support for previous versions is discontinued eventually and thus they become obsolete. The new versions, in order to provide increased functionality that appeals to the customer, are always more complex, with more lines of code and thus include more bugs, effectively feeding the vicious cycle of the continual struggle towards Cybersecurity. The paradox of this situation is that the end-user invariably uses only a small fraction of the software’s full functionality. By trying to address the differing individual needs of their clientele all at once, the software producers create coding behemoths that are impossible to contain from a security perspective. The end result is that the customers are forced to accept increasingly expensive and at the same time more vulnerable software that requires a larger number of more expensive controls. Hence, software becomes more expensive & less secure.

2.3 Productivity vs. security

Information Systems Security / Cybersecurity measures are often seen as inhibitors of productivity. This may manifest itself at the user level where, for example, USB port deactivation or the necessity for many and complex passwords may cost time and effort on the part of the user. Hence, the user may feel that this is a waste of resources that reduces his productivity and eventually the profits of the business. When this view is shared by the management (after all, managers are usually also users of the same Information System), then:

a) at a critical time they might directly or indirectly force the users or even IT administrators to break away from the Information Security Policy (ISP) and circumvent the controls in order “to get the work done” (the image of a CEO wielding a tablet and asking IT people to connect it to the network despite ISP provisions, does spring to mind), or

b) oppose the inclusion of controls that might feel counter-productive -and thus financially unwise- in the ISP, effectively undermining the Cybersecurity effort.

This is corroborated by the findings of Rainer et al. (2007) where the list of top issues that Information Security professionals have difficulty addressing with management includes “top management support”, “low funding and inadequate budgets” and “justifying security expenditures”.

2.4 Moving away from the “moat & castle” cybersecurity model

Pfleeger (1997) used a medieval analogy of a castle surrounded by a moat in order to explain the idea of “defence-in-depth” in Information System Security. This has been and still is the model through which most information assets are protected. However, in the interest of enhanced productivity, which directly translates to profit maximisation, business management continually requests greater availability of information assets, irrespective of the geographic location of users and time-of-day. From low-end IT users to business managers we are all enticed by the flexibility and mobility that technological solutions provide for our everyday life and we are willing to sacrifice large parts of our privacy and right to confidentiality in order to keep enjoying this maximised availability of information. Being accepted at a personal level, this model is then unreservedly requested for the management of professional information by turning a blind eye to the extended security requirements that apply to this type of information. In order to provide such services and facilitate relatively
new and “financially sensible” notions such as “Bring Your Own Device” (BYOD) and the use of the Cloud, Information Systems have to move away from the Pfleeger “Moat & Castle” paradigm and, in the attempt to remain secure, confront a huge new set of threats. It could be argued that this is evolution and progress and that it should not be hindered but, instead, adaptation is in order. However, recent history has shown that the move towards new technologies is anything but systematic and controlled as far as the security of these new technological solutions is concerned (GIT, 2013). On the contrary, technical solutions are proposed and adopted on short-term and immediately visible economic merits -or the expectation thereof-, before the degree of their security resilience is even established, leading to great loss, financial and otherwise, during their maturation. Typically, even though we are being taught that security considerations for a proposed solution should begin at the time of its conception, the fact remains that most of the IT industry generally works under the principle of putting a new product out for sale as quickly as possible and worrying about its security parameters later. Thus, we find ourselves stepping outside the relatively secure perimeter defined by the “Moat & Castle” in order to gather larger crops, without having first ensured that we have a fighting chance against an enemy attack.

2.5 To be or not to be (secure)?

In the various certification programs for Information Security professionals (as in ISACA, 2011) it is taught that the effort towards Information Security should function as a business enabler by a) being aligned with business goals and objectives, b) ensuring regulatory compliance and c) reducing risk to an acceptable level. These are valid working hypotheses, as, indeed, overspending on Information Security would be unwise and would have adverse effects on the “bottom line” of the business. In this sense, several spending models and investment approaches for Information Security have been developed (as in Gordon & Loeb, 2002; Cavusoglu et al., 2004; Tsiakis & Stephanides, 2005; Böhme, 2010 etc). It is beyond the scope of this paper to compare and analyse Information Security spending models and a very extensive bibliography exist on the subject. However, despite the outcome of a model-based expenditure analysis -with all of its merits and shortcomings- the ultimate business decision on information security must be aligned with the core business objective and it must be made by people whose roles are closer to management than to Information Security. Schroeder and Grimailla (2006) showed that there is definite bias in the decision-making process regarding Information Security and that the decision-makers “will place more weight on operational outcomes than security outcomes”. Thus, even if security considerations are against the operation of a system, the decision-makers are perfectly capable of ignoring that outcome, simply because the business impact of not having the system in operation is greater than allowing it to function without sufficient security. If such economics-based decisions are abused, they will significantly raise the organisation’s risk appetite and undermine its Cybersecurity posture.

2.6 Regulatory provisions as an excuse

Apart from business alignment and acceptable risk as examined above, there is also the issue of regulatory compliance. It is evident that defensive action in Cybersecurity always comes as a result of an exploited vulnerability. Strictly speaking, pro-active cyberdefence -in the exact meaning of the term- is not really possible. Most cyberdefence measures are thus one step behind the respective threats in this continual tug-o-war. To make matters worse, for such a measure to be included in a regulatory compliance document, even more time has to pass. It is thus only reasonable to conclude that regulatory provisions only cater for “yesterday’s problems”. This is no secret among serious Information Security professionals, and thus regulatory compliance is, by default, considered inadequate in real Information Security and Cybersecurity terms. On the other hand, regulatory compliance gives a golden excuse to Management to limit Information Security expenditure because it simply allows the tick-off of another checkbox in a financially justified “to do” list, without effectively addressing the underlying security issue (Shostack & Stewart, 2008, pp.35-36).

2.7 A cloudy future

While the move towards the cloud does seem to have some obvious financial advantages, the cloud still remains a very unsafe place for storing information (GIT, 2013). Furthermore it constitutes an example of how large IT vendors use their market penetration to further shape the market (and its security) according to their interests. The degree of success of a Cloud service provider depends on the provider’s ability to create service capacity at a much larger scale than any individual organisation could manage and then sell it back to the user piecewise at a gain, but at a much lower cost than the user could manage alone (Kushida et al., 2011). In order to quickly attract customers, the major cloud service providers created a very attractive but quite unsafe
environment. According to the Georgia Institute of Technology “Emerging Cyber Threats Report 2014” (GIT, 2013), for data to be moved to the cloud there must be trade-offs between security and usability as “File sharing and other cloud services still have questionable security”. The report identifies three key issues that despite all predictions to the contrary, persist: a) Business data is moved to the cloud protected only by the security measures provided by the cloud storage firm, b) private-key encryption is not used, as storing encrypted data in the cloud drastically reduces the cloud’s utility, c) the use of searchable encryption necessitates trade-offs between security, functionality, and efficiency. Yet, even though security is all but non-existent in the cloud, companies and organisations exhibit a huge appetite for risk by deciding to keep using it, obviously basing their decision on financial merits alone. Even hardware methods of controlling who has access to cloud data and where data is stored, through the use of Trusted Platform Modules or “TPM” as described by Krauss et al. (2013), may be insufficient, as even these most secure Integrated Circuits (ICs) have been reported to succumb to physical attacks using acid, rust remover, a lot of time and a lot of skill (Tarnovsky, 2008). As TPM ICs are used in many sensitive applications such as secure communications, military systems and the like, it is conceivable that if enough money and resources are allocated to the effort, a great deal of secrets can be had; once again, an economic dilemma.

2.8 Cutting chip corners

Since the 1980’s, the hunt for lower production cost and profit margin maximisation on digital equipment has led to a shift of Integrated Circuit foundries, from their birthplace in Silicon Valley to the Far East (Perera, 2012). This has resulted in most of the big names in IC design becoming “fabless” producers, i.e. producers without fabrication facilities of their own, who subcontract the production of their designs to independent foundries, mostly in the Far East. According to the Solid State Technology Insights website (SST, 2012), foundries in Taiwan, South Korea and China occupied 9 of the 12 top worldwide spots of semiconductor foundries for 2012 (the US are still present on the list with two foundries and Israel with one). For China in particular, according to PwC’s report on “China’s impact on the semiconductor industry 2013 update” published in September 2013 (PwC, 2013b), China’s semiconductor consumption market grew by 8.7% in 2012 to reach a new record of 52.5% of the global market, while its share of worldwide electronic equipment production increased to 34.2% in 2012 and is expected to increase to more than 40% by 2017. Accordingly, China’s share of worldwide semiconductor production reached 12% in 2012 and is expected to reach at least 14% by 2015. The reliance of the world electronics industry on far-eastern semiconductors, a choice made on the grounds of lowering the cost of production, appears to have a darker side: for many years there have been rumors that Integrated Circuits may contain “undocumented features” ranging from “kill switches” to backdoors. One of the first sensational stories about a kill switch had to do with the temporary “blindness” of Syrian radars when Israeli bombers carried out a raid in 2007 against Syrian targets (Adee, 2008). Compromised ICs in the radar systems, containing a “kill switch” were blamed at the time and theories about creating hardware backdoors on ICs followed. Recently, Skorobogatov and Woods (2012) provided an end to the rumors by actually locating a backdoor on a military microchip fabricated by an independent foundry for a fabless IC producer. Given the proliferation of personal mobile devices and the evolution of “Internet of things” which is already well under way, the implications of the use of ICs with malicious payload on Cybersecurity are obvious. The risk increases as tools like the “Shodan” engine (www.shodanhq.com) which searches for exposed devices on the Internet, are becoming available. Unless procedures for secure and authenticated manufacture of ICs, as well as methods for full post-production verification of ICs are devised (something which at this point proves to be very difficult), hundreds of millions of individuals, corporations and organisations around the world will face unprecedented risks. However, the cost for the required procedures and methods will be significant and it remains to be seen if the producers of equipment will decide to accept it, or prefer the creation of new vulnerabilities for the sake of the “bottom line”.

3. Proposed controls

The presented cases only serve as examples of how considerations of an economic nature may directly or indirectly introduce vulnerabilities that undermine the effort towards Cybersecurity. The obvious question is whether effective controls can be devised.

As far as bad coding is concerned, this could be addressed through compulsory compliance to improved software industry standards that enforce secure coding practices such as the ones presented by CERT (2011) and OWASP (2010). As the infrastructure for assessing software structural quality and non-functional requirements, based on code metrics, does exist (e.g. standards ISO/IEC 25010:2011 and 9126-1:2001), it is
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only a matter of creating mechanisms that ensure code compliance to secure coding standards or improving existing ones (Devanbu & Stubblebine, 2000; Chen & Wagner, 2002; Baggen et al., 2012). A widely-recognised seal of approval could then be given to security-compliant software.

For this idea to bear fruit it will be necessary for major software houses to support it rather than oppose it because of the short-term financial burden that it might cause.

A change of mentality might be in order insofar users' expectations from software are concerned. Instead of using complex and thus security-challenged software, a decision should be made to use simpler software without superfluous functionality but with fewer security deficiencies. Software should be tuned to an organisation's needs following an accurate requirements' analysis. This will not lead to cheaper software but it will help allocate funding more prudently towards increased, and distributed, Cybersecurity. Modular programming could help towards this end, as presented, amongst others, by Chen & Wagner (2002), Bauer et al. (2003), Dhiman et al. (2013).

To aid in this direction, markets for vulnerabilities (created by companies who purchase zero-day vulnerability information), can be used to quantify software security, thereby rewarding good programming practices and punishing bad ones as proposed by Anderson & Moore (2006).

In the above context, if insurance against cyberattacks matures, it will be helpful through the provision of metrics for quantifying risks induced by poorly-coded and security-challenged software. Additionally, accurate evaluation of the cyber-risk levels of organisations will act as an incentive towards better Cybersecurity. Organisations will be keener to adopt cyberdefence practice as this will reduce their Cybersecurity insurance premiums, leading to a distribution and normalisation of the Cybersecurity effort in a manner similar to which vaccinations help eradicate disease: they work only if, ideally, everybody participates.

Stricter regulatory compliance should be in place so that when software houses, service providers or infrastructure producers are found to have been knowingly working against the interests of their customers/end-users, the loss suffered by the users should be transferred in whole or in part to the offending party. Given the de-materialisation of Information Systems assets, this can only be made possible through the application of international law.

Finally, the gravity of the Cybersecurity component in the decision-making business process should be stressed. IS/Cybersecurity experts cannot be management experts and vice-versa. For this reason, security steering committees should comprise experts from all disciplines and Cybersecurity issues be assigned the importance they deserve and even be given priority over “bottom-line” financial considerations. To accomplish this, awareness programs must be more frequent and their effect be monitored. From the authors’ experience, once decision-makers internalise the true gravity of Cybersecurity issues, they tend to heed the advice of IS experts more closely.

4. Conclusions and further work

A non-exhaustive list of representative examples of economic considerations that lead to IS vulnerabilities has been examined. Controls for vulnerabilities directly or indirectly caused by economic considerations are of a financial nature themselves and where that is not effective, institutional compliance must come into play. New technologies should be allowed to mature and pass through the crucible of time before being used in IS-critical situations. Technologies used for inconsequential communication and data management should not be ported to an IS-critical environment. Software houses may have to be institutionally forced to be more honest in their marketing habits and their customers must learn to exercise self-restrain and not be gluttonous in their IT-related desires. Users and, most importantly, decision-makers must be re-educated on the value of privacy and security in cyberspace and the collective awareness level on IS and Cybersecurity must be raised.

The next step should be to systematically introduce economic considerations as vulnerability inducers in the IS/Cybersecurity posture assessment process.
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Abstract: Securing the society is a central task of the state. On the present day, as well as in the future, knowledge and information are ever more closely tied to electronic data transfer. Finland’s newly published Cyber Security Strategy depicts how the government safeguards electronic data transfer; that is, information security against different threat and risk scenarios. Cyberspace has humane element and technological element. It is a way to influence and effect society. It may be used to influence minds or attack physical world for example by disrupting traffic control. But cyberspace cannot exist without people. Strategic communication is a concept that unites efforts of governmental organizations to influence people in support of national interests. Strategic Communication is in a heated discussion in the military field. How the militaries can be credible and uphold the high standards of democracy within the asymmetric and complex battlefield. To be credible one must act according to what is said. Challenge is that the scene is global in the information age. The act, the actor, the scene, the purpose – all are exposed in a very short notice to the global audience through cyberspace. The most effective way to show the scene and actors is an audiovisual product. Examples of this come from all conflict zones. Militaries are establishing Youtube channels and providing material from the intense fighting and frontline action. The solution has been the Combat Camera capability. Media trained soldiers who are in the place where main effort is taken. Within spirit of strategic communication, Cyber strategy itself is a one way to operationalize cyber security by announcing measures to be taken against cyber attacks. In this article we take phenomenological reflections on the Finnish Cyber Strategy and Strategic Communication.
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1. Introduction

Cyber security means the desired end state in which the cyber domain is reliable and in which its functionality is ensured. As a concept “cyber” refers to steering or connecting. Thus it is an act, for instance, to transfer information from analogical to digital form or from electronic to non-electronic form. Finland’s Cyber Security Strategy slightly over-emphasises the information security aspect of cyber. It tries to find technical solutions to technical problems, even if psychology would be a better remedy.

The Internet is a central dimension from a cyber security perspective. The operation mode of the Internet world has to a large extent evolved outside state steering. Therefore, governments are experiencing diminishing opportunities of technological and legal control in relation to the expansion of the Internet world. The copyright fee paid when buying a CD is an example of the codification of technology neutral norms that have psychologically dubious consequences.

Exercising political control over the Internet is difficult, because the Internet world lives off vertical and horizontal interdependence. Even minor restrictions to people’s freedom of action generate quick counter reactions that are poisonous to political activity. Hacktivism may also turn against itself. The Snowden case points out that even if defending truth and freedom is a good aim in itself, it often generates unwelcome counter reactions, such as erosion of trust. When secrets become revealed, nobody can truly trust anyone. In information networks truth turns into gossiping as it becomes multiplied and its message waters down.

According to German Army Manual for Unit Command in World War II “Das FuG” (Condell, Bruce & Zabecki 2009), war is an art, a free and creative activity founded on the scientific principles. It makes the highest demands on human personality. When we study the history of art of war we notice that the character counts more in a war than intellect. Often incalculable elements have a decisive influence to the victory or defeat. For that reason we have to first understand the binaries in Battle. The armies and security forces are always reflections of the societies from which they are drawn. This important statement is also connected to our information age. Cyber domain is also something new in the warfare and generally in security activities and practices. Some things in warfare are measurable and calculable but still more can only be assessed qualitatively.
2. Cyber security

Cyber attacks can seriously disrupt or even paralyse segments of critical infrastructure and society’s vital functions. According to Finnish Government Cyber Security concept “Cyber security is not meant to be a legal concept the adoption of which would lead to granting new competences to authorities or other official bodies. In this respect, no changes are proposed to the basis of contingency arrangements or to regulations concerning the competences of authorities.” (FCSS 2013) Thus far cyber operations have been interpreted as ‘soft measures,’ for which reason the threshold for using them is estimated to be below that of traditional military operations. The increasing cyber activism, cybercrime and cyber espionage denote growing activity among states and non-state actors. Consequently, the cyber domain has transformed the traditional power structure, providing even small states and non-state actors with an opportunity to have effectual action. In cyberspace, it is no longer size and mass that matter, rather it is expertise.

Afore described principle forces us to rethink the relationship of management and administration to the cyber world. The concept of cyber remains outside juridical and normative procedures, which indicates a necessity to change them. For instance, authorities need to plan everything in such a way that it tolerates even the negative interpretations that publicity brings forth. How can a task that is not covered by the official norms be carried out as one of the state’s administrative tasks? Security of the cyber world cannot be increased by creating more norms. The administrative style and attitude of the Strategy are not the correct response to a need for cyber collaboration. The more cyber action becomes restricted and denied, the more these restrictions and prohibitions are circumvented.

The vision of the Cyber Security Strategy is mostly based on collaboration between the Finnish authorities and on the cultural spirit of consensus. Nevertheless, in the Internet era cooperation between the authorities has not been a central driver of networking within civil society. Instead of governmental normativity the authorities need new tools for leadership and management, such as the Comprehensive Approach. The Approach is based on different principles than the assumption that each administrative sector is responsible for its own cyber security and that the government takes care of the entirety. What might be needed is the so-called model procedure of strategic communication.

It may even be claimed that cyber threats emerge from the inability of legislation to control civil society any longer. It is more relevant to accept the fact that cyber threats reside within the functions vital to society in the form of potentiality than to try addressing them by the means of traditional risk analysis. When the potentiality realises itself, it is essential to return the functions to their normal operating mode or to redirect them to alternative channels. It would be necessary to move from “if problems emerge” way of thinking to the “when problems emerge” way of thinking. The difference in psychological nuance is remarkable.

Technology always contains the seeds of its own destruction. Cyber resilience is a relevant concept. What is essential in it, however, are not the traditional preparations done beforehand but the transfer of resources to recovery when the threat realises itself. Then, for example, cyber resources are not in the possession of the public authorities, but reserved for organisations like the social insurance institution of Finland to help civil society. The question is whether cyber resources eventually benefit civil society or are they used to secure some minor, elitist “vital” functions. Who acknowledges the realisation of cyber threat and directs the overall resources towards recovery? Whose cyber security does the strategy deal with and with what kind of means? Who is allowed to use cyber security power?

To a large extent cyber security is the next phase in the continuum after information security. However, cyber becomes reality more often in a non-technological form, for instance, as in the functions of social media. Previously, computer was visible while action was invisible, but today technology and machines are hidden behind functionality. Thus, cyber security requires ever more know-how which comes from outside the technical sector and education.

In social media, it is no longer the facts that matter, but the meaning these facts are given to in human interplay. A large technological problem may cause little psychological frustration. With regard to cyber security it is also necessary to ask, whose fears are worth relieving. Information is not transferred to those who need it (thus, uncertainty is created within the population who does not know what has happened) or it is manipulated. Majority of information on the Internet travels around without any kind of integrity or
provenance check. Thus it is relatively easy to manipulate the information received even by the masses without anyone noticing it. People’s opinions become polarised and regroup around extreme attitudes, while “normal” opinions disappear.

The organisational programmes of decision (rules, regulations, procedures and code of ethics) work as safety-nets. This means that the safety-nets protect organisations from the emergence of moral questioning and thereby shield actors from the burden of personal responsibility. As we can never know if we have discharged our responsibility, we must always doubt that our actions are ethical. The only way of the manifestation of truth is a readiness to speak in one’s own name and take a risk by speaking out against practices which are perceived as unjustifiable. (Weiskopf 2013)

3. Military cyber defence

The fifth strategic guideline in the definition of policy includes the basic principle of how the Defence Forces establish cyber defence capability as part of their statutory tasks. The aim is to secure their own command and control systems so that the statutory tasks can be carried out irrespective of cyber threats. In addition, cyber related intelligence and the capability to impact will be developed as part of the overall military capability. Legislation and cyber defence training will be practiced as parts of the activity.

Cultural change and especially the linguistic turn are central also in the military discourse. This generates pressures for the transformation of procedures and leadership within the Defence Forces. It is expected to become more social and attend public networks in order to bring its message forth and thus, to pre-empt. (Rantapelkonen & Salminen 2013)

Western military forces are able to protect and secure their command and control systems, but strategic partners and subcontractors who carry out several technological and maintenance tasks pose a challenge. The latter do not operate on the basis of security production per se, but pursue economic profit. For example, the new flagship of fighter defence, the extremely expensive and extremely technological F-35 fighter, is built upon the guidance of millions of computers and constant software updates. How can it be secured that software does not contain back doors and that some kind of collapsing domino effect will not occur? The fighter is piloted in a way an iPad is used. It is not necessary that the potential offender fully understands the target system. It is enough that one understands how the system can be disrupted.

The Defence Forces are planning and preparing cyber defence. Nonetheless, there is more than one way of conducting cyber war. The cyber domain is embedded in different ways of warfare. Cyber warfare breaks the traditional image of a united and hierarchical military organisation, because cyber war is a mixture of old and new, as well as of actors operating on different levels. It is possible to begin a cyber war without the challenging preparation time required by traditional weapon systems.

In the future, the Nordic countries will be ever more dependent on technology, electricity and computers, as well as on networks. Therefore, cyber warfare is part of their way of war. States and their networks are more likely to develop offensive cyber war doctrines and means than individuals are. On the other hand, several treaties restrict the actions of states, but do not bind non-state actors. Stuxnet triggered states to develop offensive capabilities. The leading states are advancing modular cyber weapons, constantly updating their software, and sharing different components amongst each other. A reason for hiding cyber warfare capabilities may be the lack of offensive capabilities or their incomplete state.

Risks related to the digital planning and materialising of different substances pose a great challenge for the Defence Forces. It is exactly malware like Stuxnet that may influence the strength of missiles and different weapons material, and hence turn them dangerous to use. The cyber domain has also increased the usability of nuclear weapons. A dirty bomb made out of nuclear weapons can disable the entire cyber domain in time and place by using the electro-magnetic pulse.

Commercial companies have a far-reaching opportunity to arm cyber war and sell codes, for instance, for the elaboration of bot-networks, such as the Russian Business Network. The best way to shelter is to develop a command and control system that protects all processes and applications in use. The only way of defending is cooperation between different actors and compromises between the procedures of different actors.
Even if the state is cyber defensive at the political level, the generation of offensive capabilities should be allowed at the practical level. This is necessary for the achievement of the strategic goal. In order to shelter from a cyber attack one needs to consider how an attack would be conducted. In cyber battle offense and defence merge into one functional entity.

4. Cyber defence in Finland

According to FCSS (2013), Finland is one of the most developed information societies whose function relies on various electronic networks and services. Finland has already been the target of cyber operations where the focus was on cyber activism, cybercrime and cyber espionage. The international development in cyberspace increases the possibilities of new threats being used against us. The public administration and the business community are continually being targeted by crackers and hackers attempting to exploit system vulnerabilities. That the targets are carefully selected and studied only serves as an indication of the professionalism of the attacks. Sophisticated malware and techniques are increasingly used in these attacks.

The military dimension of cyber security, that is, cyber defence is mentioned in the Strategy. It is aligned that “[t]he Finnish Defence Forces will create a comprehensive cyber defence capability for their statutory tasks.” Military cyber defence encompasses intelligence, as well as influence and protection capabilities.

The aim of cyber intelligence is to provide pre-warning and to facilitate targeting. From the perspective of cyber defence it is necessary to collect information on weapon systems and networks used by a hostile actor, as well as on their vulnerabilities. Cyber influence capability entails the capability to conduct cyber operations on the systems and networks of the hostile actor as part of overall military operations.

The capability to shelter refers to the protection of the activities of the Defence Forces against the intelligence and influence operations of the hostile actor. This requires around-the-clock maintenance of situational awareness and monitoring, collaboration with other authorities and management of the organisation’s information security. For example, the phone numbers currently in use reveal directly the hierarchical structure of the organisation.

The Defence Forces have improved their capabilities to create situational awareness and shelter in the information dimension which has followed the societal development of information technology. The utilisation of capabilities calls for jurisdiction. There is a need for political decision making on the rules of engagement with regard to cyber influence. We may ask, what are the international decrees on the rules of cyber engagement? How cyber force is identified?

Improving cyber capabilities entails additional resources and, especially, the enhancement of people’s skills and know-how. Material expenses are primarily based on the continuous improvement of training environment, the acquirement and maintenance of tools for creating situational awareness and analysis, as well as the development of technical procedures and tools. However, it cannot be taken for granted that in Finland there are enough people learning the necessary skills to conduct effective cyber defence.

Nonetheless, jurisdiction is the most urgent issue in cyber defence. It should be scrutinised in the international context in which other European states and their armed forces develop the aforementioned capabilities.

5. Strategic communication in cyberspace

Cyberspace has humane element and technological element. It is a way to influence and effect society. It may be used to influence minds or attack physical world for example by disrupting traffic control. But cyberspace cannot exist without people.

Strategic communication is a concept that unites efforts of governmental organisations to influence intended key audiences in support of national interests. The concept tries to get actors and agencies at all levels to work towards strategic level ends by synchronising messages. It tries to connect actors at all levels both horizontally and vertically.

Sirén (2013) understands strategic communication as a proactive and mind-centric paradigm of the art of war and as a maxim of the paradigmatic evolution of the art of war. Strategic communication is therefore a
reflective effort to construct a worldwide potential of tolerance into human communities and societies in order to avoid future wars and armed clashes without losing peace. This is based on a theory of positive recognition and done by showing example of what being wonderful and acting accordingly means. (Sirén 2013) Cyberspace is one of the global commons. With increased electronic social cooperation and interactivity, the ability to communicate with most of the world’s population has become easier. Free access to global information through information systems, such as traditional media and Internet, is vital for fulfilling the human need for self-actualisation. Free access to global information is also a way for tolerant nations to build a truthful and tempting model of society and communicate that to the target audiences, and also challenge repressive governments, which try to prevent the use of it in many ways (Sirén 2013).

Communities need to establish their credibility in information environment. Modern selective receivers of information need more assurance that the source of any information is credible and trustworthy. Obtaining the endorsement of an objective third-party gives senders the credibility to be better believed by targeted audiences. Still, communities must work hard, so that people would be able to understand each other. Even when operating in cyberspace the most important interaction is still the one between people, not the one between computers (Seppänen 1998).

6. Social cyberspace and combat camera

Visuality has increasing importance in strategic communications. Access to operations is easier when the mental battleground has been prepared thoroughly. The language of the picture is global. It is lingua franca and thusly very convenient for the military which operates globally. Even the defending armies are in the need of influencing and informing the global audience in the time of crisis. The challenge is that social media and Internet provides hundreds of solutions for disseminating video and pictures all over the conflict area. Whose view gets first to the Internet? Who is the leading voice and producer?

Combat Camera capability has been the answer for the battle between the combatants in the audiovisual battlefield. They have the same basic capabilities as all civilians and combatants with their cellular phones and cheap video cameras. The difference lies elsewhere. First of all, the combat camera soldiers are media professionals. The combat camera soldiers are hired from the ranks of young media trained students and professionals. They are trained by information operators and communication specialist to provide the messages that are important to the nation’s narrative. They also have means to provide material to those who need it even when the normal communication lines are down. These soldiers are also trained to go to the tightest spot to get the material. Even with the navy, air force or special forces.

When nation starts to fight on the mental front, it has to utilize all the resources and channels it can get in the Internet domain. This domain is full of visual information, right from the start of the conflict. Good examples have been the war between Israel and Lebanon in 2006 or Gaza conflict in 2012. It has been true for the war in Syria from the start. These conflicts show us that there is an ongoing process to utilize combat camera capabilities to fill Youtube and other video services with the own message. The militaries have noticed that fragmented messages, taken with the phone can’t convey the controlled and planned effect. They are like cries from the area and hard to steer into lasting effect. The message can’t be different each time. This fragmented approach can backfire easily and is very much non-military like way to approach battle space. The answer has been more controlled production, which is integral part of the communications plan. It fills the information operations need for tools to convey the message.

7. Militarization of social media

There is no ethical norm that could sweep military outside of the Internet and its most important mind twisting tool – the social media. This means that the messages coming from the conflict areas are more and more organised and framed. The more you get the professional capabilities like the combat camera, the more these messages will fill the cyber domain (McKeldin 2009). Building of these messages will follow the rules and inventions of the rhetoric and framing. Theoreticians like Goffman or Perelman have shown their importance in building the combat camera thinking. The power lies in influencing by showing the truth among the many.

The social media is very vulnerable to influencing. The messages are disseminated efficiently and quickly by sharing functions. The more visually attractive, the easier and quicker is the message influencing the global mindset. The strength lies in the concept of truth. The picture “can’t lie.” It is prone to manipulation of course,
but this method is also prone to thousands of judges who will scrutinize the material and expose this to the world. The producer loses the credibility and the following products are not so effective any more. Those who disseminate “truths” that are credible, visually attractive and include the big story in small bites will win the hearts and minds of the audience.

Combat camera productions are truths among the other hundreds of truths. They are easily defended as direct manipulation is totally unacceptable in the rules for Combat Camera. The picture, being true is the result of framing, storytelling, timing, perception, professionalism and influencing. The final product is as much “true” as it can be but the same time it is as “false” as it is wanted (Sirén 2013). The same is true for journalist in the conflict zone. They follow probably high ethical codes of those in journalist profession but at the same time they face the demands of the economy and the challenges of the crisis zone (Andersen 2006). The truth they provide is affected by their subjective vision of the conflict and framed by their own view of the situation. This dilemma is shown from time to time as the most effective pictures from the conflict areas are shown in larger frame. These reveal the larger set-up, which is often very different from the feeling the picture has shown us. The same phenomenon is sometimes visible in combat camera productions.

The difference between those who just take the picture and send it to the Internet and the combat camera lies in the process of framing the truth. Seasoned combat camera producers and operators are very good at telling the big story. Their support for the nation’s narrative is critical. They have the capability to get what is wanted from the most dangerous “stages.” Their ability to visually tell a story is based on vigorous training and media professionalism. They are capable of delivering the material quickly and in the right format. They have means to disseminate the products through channels that have been already used during the peace time. Those channels are already credible and tested. The story is consistent and looks right. The products tell the same message, which is part of the bigger document called the Strategic Communication Plan.

8. Conclusion

Cyber politics may be guided nationally, but technology or legislation does not yield to similar control. The two latter ones are global forums. The principles of the operation mode presented in the strategy include a challenge to the management of the social. In the principles it is noted that “[c]yber security arrangements follow the division of duties between the authorities, businesses and organisations, in accordance with statutes and agreed cooperation”. This view of leadership is a view of administration, but hardly that of civil society which lives and functions off the Internet. In the principles the technological and functional starting points for the development of cyber security are also emphasised, albeit the focus should be on the social development and coordination of security.

In cyber world, size and mass no longer dominate, but know-how does. The great powers possess significant resources for operating in cyber operational environment but they do not dominate it. Small actors may acquire sufficient skills and resources to take advantage of the opportunities residing in cyber operational environment.

Cyber security education cannot be left outside university degree programmes or be included only in ICT studies. Social and humanistic skills and know-how are also required. Cyber security know-how needs to be developed on all sectors of education. The general aim of cyber security training should be to increase the awareness of citizens, authorities and business of threats and risks that reside within cyber operational environment. In addition, the general skills required for an effective implementation of cyber security procedures should be enhanced. Investments should be made in the training of Internet know-how from the early childhood onwards.

Cyberspace is one of the global commons and in the modern age vital for fulfilling the human need for self-actualisation. Cyberspace enables nations to communicate a truthful and tempting model of society to the target audiences. There is a battle for narratives fought in cyberspace.

The establishment of the combat camera capability is part of the inevitable process of militarisation of the social media. The social media is so powerful weapon in the battle for the human mind that it can’t be left outside of the military capabilities and functions. The battle between two sides is always about enforcing the other to accept your values, morals and goals.
The main challenge with social media is the fast spread of information without restrictions. Once the information is in cyberspace it is impossible to control its distribution. Strategic Communication needs to assure that presented narratives are truthful and consistent.
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Abstract: Online users have completely changed the initial concept of social networks and how they have been perceived in recent years. Online Social Networks (OSNs) have completely changed in form, scope and nature, by the way Internet users create, view, share, present and/or use information. As a result, many vulnerabilities have emerged and the security threats, attacks, and malware of OSNs continue to increase because malicious or malevolent users commonly referred to, as 'attackers' often take advantage of the inferred trust relationships inherent in social networking to promote cybercrimes. This paper aims to investigate commonly used approaches to malware propagation on online social network systems, by examining their attack vectors and present a qualitative review of the findings. The study shows that online social networks are still vulnerable to Cross site scripting (XSS) and Clickjacking attacks. We further show that Clickjacking using malware URL links is still the dominant source of malware propagation on online social networks. Finally, we propose areas for further research used to stem the use of OSNs as a medium for malware distribution.
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1. Introduction

Online social networks (OSNs) are growing exponentially as it remains the most popular communication infrastructure for Internet users (Ikhalia, 2013). Simultaneously, malware that specifically target these online social networks are also escalating. Online social networking has totally reinvented how Internet users create, view, and share information as millions of users now have kind of cyber presence. As a result, the security threats, attacks, and malware of OSNs will continue to increase as malicious users take advantage of the inferred trust relationships inherent in social networking. Platforms providers, such as Facebook and Twitter, are now the biggest targets for malicious users, spammers, and other cybercriminals looking for easy victims, making online social networking the largest distribution platform for malware (Leitch & Warren, 2009).

Facebook now has over one billion active users, making it very eye-catching for cybercriminals to reach a large number of possible victims (Ikhalia & Imafidon, 2013). Moreover, the relationship model of online social networking permits the rapid distribution of malware; which could be installed on a victim’s computer and trick victims into revealing sensitive data (e.g., credit card information, bank information, and other personal data used for identity theft) Arreymbi, (2005a), (2005b); or make users complete unnecessary surveys which earn the cybercriminal affiliate promotion income (Thomas & Nicol, 2010).

2. Related work

Previous researches have investigated the propagation of malware through online social networks. Yan, Chen, Eidenbenz, & Li, N (2011) investigated the characteristics of malware propagation in online social networks based on datasets collected from a real-world location-based online social network. They analysed the social structure and user activity patterns of this network, and agreed that it is a typical online social network. It suggests that conclusions drawn from this specific network can be translated to other online social networks. They also used extensive trace-driven simulation to study the impact of initial infection, user-click probability, social structure, and activity patterns on malware propagation in online social networks. The goal of their work sheds light on the characteristics of malware propagation in realistic online social networks. However, the approach was too generalised. Their experiments underestimated malware propagation speed. The user-click probability in their experiments was the same over all the users. This is unrealistic, given the fact that different online social network users have different awareness levels on malicious embedded URLs sent from their friends.

Thomas & Nicol (2010) explored Koobface’s zombie infrastructure and analysed one month of the botnet’s activity within both Facebook and Twitter. Constructing a zombie emulator, enabled them to infiltrate the
Koobface botnet to discover the identities of fraudulent and compromised social network accounts used to distribute malicious links to over 213,000 social network users, generating over 157,000 clicks. They recommended that to stem the threat of Koobface and the rise of social malware, social networks must advance their defences beyond blacklists and actively search for Koobface content, potentially using infiltration as a means of early detection. The authors recommended that to stem the threat of Koobface and the rise of social malware, social networks must advance their defences beyond blacklists and actively search for Koobface content, potentially using infiltration as a means of early detection. Their work stressed generally that obfuscation will continue to pose a threat to social network defences, but not a specific technical solution was recommended to prevent users from clicking malicious URLs in social networks.

3. Cases of malware attacks on social network sites

According to a report by Securelist (2010), malicious users have exploited Twitter as a novel platform to perform their malevolent behaviour which includes distributing spam and phishing scams, spreading malware, hosting botnet command & control channels as well as launching other subversive criminal activities. In March 2010, cyber-criminals exploited Twitter to distribute malicious programs using festive-themed mails. Furthermore, in September later that year, thousands of Twitter users plus the wife of a former British Prime Minister and White House Press Secretary were compromised by Twitter’s malicious users.

In May 2010 Facebook experienced a malware attack based on the ‘Like’ feature. The feature generates a list of things that an owner of a Facebook account ‘likes’. Thousands of users became victims to the attack which was nicknamed ‘Likejacking’, a play on the term ‘Clickjacking’. The attack involved posting a tempting link on Facebook, e.g., ‘Watch The World Cup 2010 in HD’ or ‘101 Hottest Women in the World’ (Securelist, 2010). The link directed to a specifically made page, where JavaScript code placed an invisible ‘Like’ button anywhere the cursor happened to be. The button continued following the cursor and recorded each press irrespective of where the user really clicked. Consequently, a replica of the link was posted to the user’s ‘Wall’ and a message which displayed that ‘the user liked the link’ displayed on the ‘newsfeed’ of other users connected as ‘friends’. The malware attack had an escalating effect because the malicious link was followed by friends, then friends of friends and so onward. As soon as the link was added to the Wall, the user was readdressed to a page which contained the information promoted, such as pictures of girls. The page also hosted a slight piece of JavaScript code for a marketing campaign for the attackers who had set up the deceitful system with a small sum every time a user was redirected to the page.

4. Conceptual outlook of malware propagation pattern

![Figure 1: Malware proliferation patterns on online social networks](image)

The open connection model of online social networks allows malware to spread rapidly and exponentially (Stein et al, 2011). Social networks characteristically display a great clustering feature; this means that if user A knows B and K, then B and K are most likely to know each other. Figure 1 provides an impression of the how
malware proliferates through vulnerable users on online social networks. The default avatar represents users within the system having interrelations. It also shows the pattern of interconnectivity and the chain infection progression on a typical social networking site.

Consequently, an infected User A can infect all the other interconnected users within the social networking environment (Yan et al, 2011). For instance, a malicious user profile in an online social network can infect the other user profiles that share a mutual connection as shown in figure 1.

5. Malware proliferation methods

5.1 Clickjacking

A Clickjacking attack is executed when a user is misled into naively triggering an invisible malicious script in a system while appearing to click a visible image link, video link or text link from a completely different system. Though being logged into some target system, the user visits the attacker’s malicious site which displays the links that the victim interacts with. In actuality, the clickjacked page is a transparent layer above the visible image links, video links or text links with action controls that the attacker desires the victim to execute (Lundeen, 2012).

When the potential victim clicks on the image, video or text links on the page, it essentially activates the action controls in the transparent covering layer. Dependent on the type of action control, the malicious user deceives the victim into effecting a probably ‘advantaged’ functionality on the target system to which the victim is authenticated (Thomas & Nicol, 2010). The main issue is that there is always a dichotomy between what the victim assumes to have clicked against what was actually clicked (Mahmood, 2012).

Within a social networking environment, Clickjacking is a technique which tricks gullible users (victims) into clicking on a button or link, a good example is Facebook’s ‘like-jacking’. In this situation, users will be shown a video player that is alike to YouTube video. When the video is clicked, the video does not play, instead, the Facebook ‘like’ button of the content is being activated. Therefore, users are misled to ‘like’ the page in order to make it more popular. Furthermore, some of these fake video links may prompt users to input some sensitive data before viewing the video, so that the victim’s information can be obtained by the attacker (Lundeen, 2012).

Figure 2: An example of a malware video URL link on Facebook targeted at clickjacking an innocuous user (Source: Facebook, 2013)

Table 1 shows that clickjacking is the most used and active attack technique employed by malicious users in 2012. It contributed to 87.36% of the most active malicious programs involving Web attacks. And, the fact that the process exploits URLs, malicious users or attackers have now adopted this technique on vulnerable online social network users (Lundeen & Alves-Foss, 2012).

In order to simplify clickjacking attacks using figure 3, let A denote a legitimate Web page (e.g., social networking site) with a harmless user interface component A1. A malicious user develops a malicious Web page B with a component B1 to execute a malevolent action (e.g., making the victim to download malware unwillingly) by transparently overlaying a somewhat advantaged functionality B1 on top of A1. Therefore, when a potential victim clicks on A1 on the Web page A, the victim actually clicks on B1 on the Web page B, hence initiating an unintentional action.
Table 1: Top 20 most active malicious programs involved in web attacks on users’ computers. (Securelist, 2012).

<table>
<thead>
<tr>
<th>Rank</th>
<th>Name*</th>
<th>Number of attacks</th>
<th>% of all attacks**</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Malicious URL</td>
<td>1393 829 795</td>
<td>87.36%</td>
</tr>
<tr>
<td>2</td>
<td>Trojan:Script iframe</td>
<td>58 279 262</td>
<td>3.65%</td>
</tr>
<tr>
<td>3</td>
<td>Trojan:Script Generic</td>
<td>38 948 140</td>
<td>2.44%</td>
</tr>
<tr>
<td>4</td>
<td>Trojan:Win32 Generic</td>
<td>5 670 527</td>
<td>0.36%</td>
</tr>
<tr>
<td>5</td>
<td>Trojan-Downloader Script Generic</td>
<td>4 695 210</td>
<td>0.29%</td>
</tr>
<tr>
<td>6</td>
<td>Exploit:Script Blocker</td>
<td>4 557 284</td>
<td>0.29%</td>
</tr>
<tr>
<td>7</td>
<td>Trojan:JS Popups.exp</td>
<td>3 355 605</td>
<td>0.21%</td>
</tr>
<tr>
<td>8</td>
<td>Exploit:Script Generic</td>
<td>2 943 410</td>
<td>0.18%</td>
</tr>
<tr>
<td>9</td>
<td>Trojan-Downloader SWF:Volleyzyclar</td>
<td>2 573 072</td>
<td>0.16%</td>
</tr>
<tr>
<td>10</td>
<td>Adware:Win32 JDrive.x</td>
<td>1 623 246</td>
<td>0.10%</td>
</tr>
<tr>
<td>11</td>
<td>Trojan-Downloader Win32 Generic</td>
<td>1 611 565</td>
<td>0.10%</td>
</tr>
<tr>
<td>12</td>
<td>Adware:Win32 ScreenSaver.e</td>
<td>1 381 242</td>
<td>0.09%</td>
</tr>
<tr>
<td>13</td>
<td>Trojan-Downloader JS:iframe.exe</td>
<td>1 976 890</td>
<td>0.09%</td>
</tr>
<tr>
<td>14</td>
<td>Trojan-Downloader JS:iframe cyq</td>
<td>1 079 163</td>
<td>0.07%</td>
</tr>
<tr>
<td>15</td>
<td>Trojan-Downloader JS:Expackers</td>
<td>1 071 626</td>
<td>0.07%</td>
</tr>
<tr>
<td>16</td>
<td>Adware:Win32 ScreenSaver.i</td>
<td>1 069 954</td>
<td>0.07%</td>
</tr>
<tr>
<td>17</td>
<td>Trojan-Downloader JS:Script.tag</td>
<td>1 044 147</td>
<td>0.07%</td>
</tr>
<tr>
<td>18</td>
<td>Trojan-Downloader JS:Agent.gmf</td>
<td>1 040 738</td>
<td>0.07%</td>
</tr>
<tr>
<td>19</td>
<td>Trojan-Downloader JS:Agent.g4u</td>
<td>985 899</td>
<td>0.06%</td>
</tr>
</tbody>
</table>

5.1.1 The process of clickjacking

Figure 3: An example of a clickjacking attack
Clickjacking attacks can also executed using more sophisticated techniques as follows:

- By utilizing the Cascading Style Sheets (CSS) cursor property, malicious users can hide the default cursor and technically draw a counterfeit cursor somewhere else (Kim & Kim, 2013), or otherwise set a conventional mouse cursor icon to a misleading image that has a cursor icon shifted quite a few pixels off the original position.
- Malicious users can also use JavaScript (a single click can be transformed into a double click which can click on A1 as well as B1 concurrently).
- Clickjacking can be utilized with additional attack such as Cross-Site Request Forgery (CSRF), an extensively exploited Website susceptibility whereby illegal commands are communicated from a user that is trusted by the Website (Mohtasebi & Dehghantanha, 2011).

5.1.2 Cross site scripting

Cross-site scripting (XSS) can be described as an attack that takes advantage of susceptibilities in the codes of a Web application which allows a malicious user send malicious contents from an end-user and steal sensitive data from the victim (Leitch & Warren, 2009).

There are two types of Cross-site scripting attack, (1) persistent and (2) non-persistent (Ter Louw et al, 2009). Persistent or stored attacks involves the process whereby the injected malicious code is stored on the targeted server as HTML texts in a database system, a comment field or private messages sent on social networks. A vulnerable user’s computer then accesses the malicious code on the server when it retrieves the stored information through a Web browser. Non-persistent or reflective attacks includes the process in which the injected malicious code is sent back to a user by the server in an error message, a search result, or any other kind of reply that reflects some of the user’s input in that particular search result (Garg & Singh, 2013).

A Web page consists of texts and HTML mark-ups created by the server and construed by the client browser (Kim & Kim, 2013). Static Web pages have total control on how the Web browser reads these pages; in contrast, dynamic Web pages do not have control of how they are construed by the client. The core issue is that, if a malicious content is inserted into a dynamic web page, neither the website nor the user has sufficient information to recognize the occurrence in order to take defensive actions (Huang & Moshchuk, 2012).

Cross Site Scripting allows an attacker to insert malicious JavaScript or HTML code into a susceptible dynamic Web page to trick the user, implementing the script on the victim’s computing device in order to steal sensitive data (Garg & Singh, 2013). The usage of Cross Site Scripting compromises private information, manipulate browser cookies, and makes requests which can be misguided for those of a legal user (He et al, 2011) (Neumann, Barnickel & Meyer, 2010).

Most Cross Site scripting manipulation comprises sending the cookie to the malicious user through JavaScript codes, which dynamically sends the cookie to a Web server under the control of the malicious user (Xu et al, 2010; Mahmood & Desmedt, 2012). Figure 3.2.2 below shows a good example of a malicious JavaScript code that can be used to execute a Cross site scripting attack.

```javascript
<script>
document.write("<img src='http://attackersite/a.gif?x=" + escape(document.cookie + ":")
</script>
```

**Figure 4:** A JavaScript code used for cross site scripting attacks

5.1.3 Attack paths of cross site scripting on social networks

Online social networks are extremely dynamic and packed with ever user generated varying content. The millions of users of social networks often pull data from many different sources. This data is incorporated with the platform and most times contains simple texts, images, videos and URL links (Thomas et al, 2012).
Often times the attackers uses the ‘input fields’ of the site to insert a ‘comment’ or ‘post’ that contains a malicious script (Huang et al, 2012). Any user who views that comment or post will automatically download the malicious script which is executed on the victim’s browser, producing unwanted actions (Faghani & Saidi, 2009). A Facebook post on a user’s wall or profile could contain a malevolent script, which can be executed on the browser of any user (especially the victim’s ‘friends’) who visits the infected Facebook profile as illustrated in figure 3.1.

6. Conclusion and further research

As Online social networking continues to mutate, and changed the way Internet users create, view and share information, malicious users are also now using this ever sophisticated platform as a vehicle for malware proliferation. Our research explored the operations of Clickjacking and cross site scripting (XSS), which are two popular methods of malware proliferation, a technique largely adopted by malicious users. From this qualitative review, we conclude that establishments need a security technology that can analyse malicious URL links, since the link path is new and lacks identifiable signature or well-known payload. New but popular and ever challenging technologies such as online social networks, requires real-time content filtering security, which analyses information on the go, as it is generated and consumed. For example, envisage that a link is posted to a social networking site such as Facebook or Twitter and it directs users to a website that downloads or leads to data-stealing code through obfuscated JavaScript. This massive vulnerability can be controlled if further research is directed towards developing a security application to filter URL links posted by users on social networking sites.
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Abstract: The increased adoption of social media has presented security and law enforcement authorities with significant new challenges. For example, the Swedish Security Service (SAPO) asserts that a large proportion of radicalization takes place in open fora online. Still, approaches to contain social media-driven challenges to security, particularly in democratic societies, remain little explored. Nonetheless, this type of knowledge may become relevant in European countries in the near future: Amongst other factors, the challenging economic situation has resulted in increased public discontent leading to emergence or manifestation of groups that seek to challenge the existing policies by almost any means. Use of social media multiplies the number of vectors that need law enforcement attention. First, a high level of social media adaption allows groups to reach and attract a wider audience. Unlike previously, many groups today consist of a large but very loosely connected network. This lack of cohesion can present a challenge for authorities, to identify emerging key actors and assess threat levels. Second, a high level of mobile web penetration has allowed groups to ad-hoc organize, amend plans and redirect physical activities. Third, the tool social media is as not exclusive to potential perpetrators of unlawful action, but is as well available to law enforcement authorities. Yet, efficient utilization of social media requires a deep understanding of its nature and a well-crafted, comprehensive approach. Acknowledging the broad functionality of social media, as well as its current status in the society, this article describes a model process for security authorities and law enforcement work with social media in general and security services work in particular. The process is cyclic and largely modular. It provides a set of goals and tasks for each stage of a potential event, rather than fixed activities. This allows authorities to adapt the process to individual legal frameworks and organization setups. The approach behind the process is holistic where social media is regarded as both source and destination of information. Ultimately, the process aims at efficiently and effectively mitigating the risk of virtual and physical violence.
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1. Introduction: Social media and security

The rapid development of computer networks during the past decades has left its traces in many, if not all, areas of our lives. In a 2012 report compiled by the Boston Consulting Group analysts have estimated that by 2016 the number of Internet users will globally reach the 3 billion mark (Dean et. al., 2012), a report authored by Scott Bicheno of Strategy Analytics appraised that the number of smartphones in use globally passed the 1 billion mark in the third quarter of 2012 (Reisinger, 2012) The ever-developing connectedness changed, and continues to change, the way we work, the way we entertain ourselves and the way we communicate.

The Internet “has become an ingrained feature of everyday life” (Dean et. al., 2012) in many parts of the world. Sociologist Manuel Castells (2009) calls this the rise of mass self-communication. According to him, mass self-communication possesses certain socio-political power, which he exemplifies with so-called “grassroots”-movements that emerge in the society and grow with the help of shared information within the connectedness and have the potential to influence higher levels in the political system. Indeed, the global interconnectedness “is associated with greater citizen commitment to democratic governance,” according to Nisbet et. al. (2012). But with power to influence and change comes also the power to threaten and destroy, and thus, the potentially harmful aspects of the Internet, and the social media within, began to play a role in political practice, governance and in the related research, as an extension of the physical arena. This relatively new space is also a reflection of large parts of the global society, many of the actors seeking gain or influence in the physical world are today found online - from states to individuals, from organized terror organizations and hooligans and petty criminals.

Recognizing the importance of the new virtual domain, various authorities have shown an increased interest in utilizing cyber in general, and social media in particular, in their work. The virtual reality, however, have tasked organizations to amend their practices to fit its unique features and possibilities. Various methods have been developed and many authorities are nowadays are present in social media and seek to inform (Polisen 2011; Borchers 2011) or take advantage of social media’s two-way communication and seek out for public support in
crime investigation (Vancouver Police Department 2011). Arguably, as comprehensive and interconnected the
virtual world has become, as comprehensive the approach to work within should be in order to make efficient
use of the opportunities as well as to address the pitfalls it offers.

This article seeks to present a process for security and law enforcement authorities to work with social media
as a significant part of the virtual arena based on the various opportunities it offers. Because social media can
be used for a wide range of purposes, the process was designed as general and flexible as possible in order to
be implementable across various authorities with different responsibilities and limitations. Further, the
process recognizes the need for the relevant authorities to cooperate and create shared situational awareness
particularly during a significant event, in the sense of "shared awareness of a situation," implies that
authorities understand a given situation in the same way (Nofi 2000).

Despite its abstractability, process is largely based on various approaches to mitigation of large-scale public
action, such as protests or mass violence. Unlike insight into issues closely aligned with national security, the
work containing unrest is largely visible and tends to be thoroughly scrutinized in population, media, as well as
academia. The recent years’ events, such as the riots in the UK in 2010 (Gross 2011), the events of the Arab
Spring (Zuckerman 2011), as well as the Russian election-related protests in 2011/2012 (Jaitner 2013) have
provided a rich empirical base of activities within social media. Arguably, the mechanisms derived from this
empirical base are of use beyond addressing riots or mass violence. Consequently, the process for work in
social media can be used for various scopes of attention: those tasked with mitigation of protests and mass
action may need to pay attention to the sentiment of the general population, while another authority may
focus their work on a particular group. In the scope of the process, social media signifies any space in the cyber
world that provides for exchange of information. Depending on area of implementation, it may, however, be
useful to apply a narrow definition.

2. Social media as a source of operational data

Arguably, the key to social media is the information within, and for those who wish to utilize social media the
operationality of information is of interest. Generally, information can be grouped by the following criteria:

- Content in form of text, sounds, or pictures, and its contextual relevance
- Contextual information, for example in form of user profiles and their logical networks
- Intensity, which encompasses frequency of use or volume of data transmitted

(Beaty, 2006)

Different platforms in the physical world as well as in cyberspace provide for different possibilities to extract
such information. In order to be able to work with any platform there needs to be knowledge of what
information can be extracted and how (Beynon-Davies, 2002:47-49). Likewise, before attempting to create a
process for utilization of social media we need to know how information is presented within different
platforms. As earlier mentioned, there is a vast majority of websites and applications that can be considered
social media. Many of these have distinct functionality, some encompass elaborate user profiles, such as
Facebook or LinkedIn, while other lack such profiles and rather focus on content. Examples for the latter are
various news outlets that provide for commentary function (van Dijck, 2013:8). Despite this inhomogeneity of
provided information, similar sets of data can be extracted.

To exemplify data extraction from social media a Twitter snapshot (Figure 1) can be used. Twitter in this case is
representative for many other types of social media, with respect to differences in functionality, or
alternatively can demonstrate a cross-platform inquiry.

Based on the different categories of data mentioned above, the following questions are asked:

1. What is the content?

The content-based inquiry indicates that twitterers in Eastern Europe are, amongst other topics, talking about
“euromaidan”, “Grushevskogo” (Грушевского) and “Berkut” (Беркут).
The trend map indicates that people are connecting with the user “@s_vakarchuk” in Twitter-based conversations. Further, the geographical location of various tweets can be identified.

3. What is the intensity?

In this particular map trending topics on Twitter are pictured in different sizes depending on the volume of activity. In this particular case a high level of activity near Lvov and Kiev is observable. Ideally such indicators are mapped to numbers of tweets.

Combining the results of the inquiries we can note that a lot of people in Eastern Europe are tweeting about “Euromaidan” and are engaging in conversations with the user @s_vakarchuk. Based on data that results from such inquiries, metrics can be established for the recognized situational awareness, the “normal situation”. These metrics provide for answers to following questions: How much social media activity is there normally? Which are the established groups in the society? What are the usual topics? How often does focus from one topic to another change? Where are the usual locations? This includes a reflection on usual volume of activity in different situations, such as before festivities or particular events: during elections or large cultural events activity volume may rise significantly. Also an estimation of “normal topics” in relation to current news and trends is necessary.

Several solutions for creating situational awareness within social media are currently available on the market, ranging from built-in analysis capability in social media over Google analytics and the like to advanced solutions for professional intelligence and law enforcement use, like Raytheon RIOT or GEOCOP. Depending on the individual solution, analytics may focus on overall activity, or activities within certain groups. In short, social media can provide three general types of data that in different combinations can be used to indicate public or group activity. Additional types can be extracted under particular circumstances, such as location in association with gatherings. Other tasks may require extraction of other information as a separate data type.

Moreover, it is technically possible to compile and analyze the available data in a meaningful way that can be used to support authorities in their work. Taking these possibilities as a starting point, the opportunities to utilize this data will be examined in the following chapter.

3. Reconnaissance

Observations during the Russian election-related protests of 2011/2012 provide a highly structured use of various platforms: While Twitter was intensely used during the actual protests, a lot of planning was conducted in Facebook and V Kontakte “Group” and “Event” pages and blogs were widely used to nurture the political discourse (Jaitner, 2013). In UK riots, on the other hand, BlackBerry Messaging was evidently the platform of choice for communication between the rioters. At the same time, vivid riot-related discourse on amongst others Twitter and Facebook lead authorities to believe these platforms were the culprits (Ball &
Brown, 2011). This demonstrates the importance of an accurate overview over the situation including awareness of different platforms, their possible purposes, and their users. While a significant amount of such awareness originates in monitoring itself, it is important to map and assess the terrain beforehand in a reconnaissance activity.

Reconnaissance is the bedrock of any further efforts within social media. At a very basic level such activity results in awareness for a further “dimension” in which public discourse is conducted, as well as a basic scheme of platforms and their functions, which then has to be analyzed as to how use of these platforms can result in hazardous situations. Also, metrics for the “normal” have to be established in terms of activity levels tied to various temporal and event-related factors. This constitutes creation of a shared situational awareness, which provides a base for development of further activities. A wide range of procedures for reconnaissance is possible, from manual collection and analysis of data to computer assisted mapping. Given the complexity of social media an interdisciplinary approach to reconnaissance is necessary. For example, a rise to a certain level of intensity in one cultural area can be caused by a festivity, while being a sign of an emerging event in another. Therefore, those who are appointed to work with the data have to be familiar with what is to be regarded as normal at different times.

4. Monitoring

In many instances authorities with a public security mandate already utilize the information available in social media in monitoring activities. Examples can be found in

Norwegian Police Security Service’s (Norwegian: Politiets sikkerhetstjeneste - PST) report for 2011, where PST points out the organizations concern with “the use of social media as a contact and organizing platform” for potentially dangerous groups. The Swedish Security Service – Säkerhetspolisen – lists “the Internet” as an open source for information retrieval in the authorities’ report for year 2012, stating that “recruitment, radicalization and financing is often conducted via social contacts, as well as lectures and propaganda activities, amongst other on the Internet” (Säkerhetspolisen, 2013:22) in regard to radical Islamist terrorism. Findings of an ICSR study on far-right extremism in Europe (Meleagrou-Hitchens & Brun, 2013) allow assuming that the situation is similar regarding many other potentially radicalized groups.

Solely observational and non-interactive activity within social media closely resembles monitoring activities in other security or even business-related areas. It is conducted in order to raise awareness for the currently important issues; it is also crucial for utilization of social media in any further activity - successfully dealing with an event requires knowledge regarding its various aspects.

At a very basic level, this activity is conducted as a part of day-to-day business at various levels in the hierarchy of any organization: Personnel in different roles and in different departments, consciously or unconsciously “monitors” their environment and utilizes this knowledge in one way or another in their work. Unstructured observations are conducted for example via personnel’s own personal social media experiences, media reporting on social media, collective shared knowledge, and rumors. This type of information helps individuals in their day-to-day work as well as in exceptional situations and during events. The problem, however is, that such observations might be wrong, they might deliver insufficient background information, lack of agreed interpretation and analysis, also important features may not draw enough attention to be noticed.

In this activity all three types of information are collected. Relationships between groups have to be established and evaluated regarding their potential threat. Moreover, a normal level of intensity has to be established. Outside event various types of content will be present, amongst them types that may be alarming. Therefore it is important to establish, what level of activity within this particular content constitutes a normal. Similarly, it may be useful to map groups to particular content and intensity of activity. In this way a more precise situational awareness is created that is sensitive for smaller changes, such as sudden shifts in intensity amongst a particular group that may indicate distress or imminent changes. These changes can be treated as potential triggers, which will be needed for identification of a possible upcoming event. It is important to take regard to the situation in the physical world when identifying such triggers.

During monitoring content, relationships, location and intensity information is collected. A constant comparison with “the normal” within the various types and subtypes of information is necessary at this point.
This can also include particular styles and patterns of communication amongst subgroups that are of interest. Depending on the overall situation, authorities may chose to focus on one primary type and treat other information as secondary. For instance, if groups that potentially can threaten public order are identified, it can make sense to monitor groups in regard to content and intensity. Content and particularly intensity in their turn can be linked to a particular geographic location. For example, higher-than-normal frequency in postings made by a hostile group at a particular gathering place can raise concerns about a possible unsanctioned mass gathering (Figure 2).

**Figure 2:** Relationship-based monitoring

In certain societies it may be important to focus on the content, rather than on groups. In this case content becomes the primary subject of monitoring and is put in context by intensity and relationships. On the other hand if it is known that overall activity remains fairly constant over time, authorities may choose to treat intensity as the primary type of information.

5. **Anomaly detection**

With regard to the established recognized situational awareness, any anomaly would be identified as an event that needs further attention. This may be an unusual amount of activity in a certain geographic location, unexpected discussion between groups or sudden change in rhetoric and discourse. Even sudden formation or mobilization of groups deserves attention. Because anomalies can present in very different ways across the various platforms (Jaitner, 2013), it is essential to recognize the differences between the various types of social media. A successful case of event recognition appears to be the preventive measures taken by schools and police following the first day of student riots in Gothenburg in 2012. There, schools and authorities seem to have recognized an imminent mobilization of a large group in social media and responded with school closures and police presence in affected areas. (Svahn & Bolling, 2012)

Identification of unexpected activity within social media is generally a sub activity to monitoring, albeit an important one. Anomalies can present over time or arise suddenly consecutive to an emotionally charged planned or unplanned event. In this activity all three information types can be of importance. Particular triggers identified during reconnaissance should be in focus. Generally triggers can present in form of rise in overall activity (intensity), sudden aggravated communications between disagreeing groups (relationships), or a particular discourse (content). Pohl et. al. (2012) argue that sub-events can be automatically detected during an overall emergency situation using multimedia meta data clustered approach. Reasonably, a parallel can be drawn to normalcy, where events would be identified. Implementation of such automatisms is certainly desirable. The sooner an event is identified, the more time authorities will have to plan and initiate following activities and the better prepared the organization will be once the event becomes a hazardous. However, even though imminence of an event naturally draws increased attention to a particular sector or group, overall monitoring should continue.

6. **Information activities**

Showing presence for deterrence of disorderly behavior and crime prevention as well as supplying citizens with information on how to avoid or handle potentially dangerous situations or to report a crime is widely recognized as an essential part of police work (Polisen 2011) Because today’s society is not limited to the physical world, authorities recognize the need to extend their presence into the cyberspace (Polisen 2011, Vancouver Police Department, 2011:56).
Generally two approaches can be observed: one-way communication where authorities seek to inform the population and two-way communication that encompasses maintaining a conversation, including receiving feedback or other information that may assist authorities in their work (Vancouver Police Department, 2011; YLE 2012). In this context, information can be sent to the general population or to individual groups with a particular intensity. Alternatively, authorities can engage in conversations with the general population or particular groups. Any significant information that is retrieved during informational activities should be treated as subject of monitoring, because triggers can present during informational activities. Identification of information that fuels the rage, as well as identification of trends, provides an important base for further operations. Research suggests that hazard-related (Pohl et. al. 2012) and emotionally charged (Berger & Milkman 2012; Stieglitz & Dang-Xuan 2012; Spiro et. al. 2012) information travels faster through social media than other types of information. From that point, various approaches can be taken to reduce pressure.

7. Reducing pressure

Reducing pressure is a sub activity to information activities and seeks to mitigate or even avert an imminent event. Methods for reducing pressure encompass, but are not limited to: active participation in discussions within a distressed group, disproving false rumors, diversification of online discourse, disinformation and limitation of access to media used to “fuel” the distress (Jaitner 2013). Any method has to be conducted with consideration for behavioral, cultural, and socio-economical factors, as well as the judicial situation.

Although it may be difficult to pinpoint the exact effect of such activity, research shows that public (mass media) interest, or lack thereof, affects the course of group-driven events (Myers 2000). Behavior that can be perceived as consciously misleading or ineffective might result in loss of legitimacy and support for authorities amongst groups that previously showed disapproval of protesting or rioting. This activity can be embedded within overall informational activities, unless conducted in a more coercive manner.

8. Supporting the physical world

Naturally, any information that can enable planners of personnel on site should be taken advantage of. Particularly geolocation-enabled information can be of importance, but also other extractable information alone or in combination can deliver valuable decision support for personnel tasked with dealing with the physical event: New groups can form ad hoc during an event, formerly cohesive groups can disintegrate and become hostile within. Further, geographical context paired with intensity can help locate hotspots and allow estimating number of personnel needed on the ground, while content can give leads on how the event might unfold.

9. Supporting the judicial system

Information in social media can also be gathered for judicial support. Here the purpose ranges from collecting evidence to identifying persons of interest. Authorities can make use of the wide reach and fast dissemination within social media in order to attract public assistance. Requests for assistance are relatively widespread across various social media and even authorities have made use of this method. In the wake of a riot in Vancouver, Canada, the local police department requested citizens to submit evidence and to help to identify perpetrators (Vancouver PD 2011).

The phenomenon of self-motivated “citizen detectives” could also be observed shortly after the Boston Marathon Bombings in 2013. Social media crowd posted and analyzed videos and photos on the events and discussed possible suspects in social media resulting in what was later dubbed the “Witch hunt” - the crowd had identified evidently innocent persons as possible perpetrators, which had been quickly picked up by large traditional media and reported globally. (Ingram 2013). This case provides three insights: First, the potential strength of popular self-motivation for what is perceived to be the right cause. Second, it demonstrated the ability of social media users to gather (and even analyze) massive amounts of data in a short time. The third insight is that the online discourse was not limited to attempts to find the perpetrators but contained information how people could assist victims of the bombings - “from links to Google’s Person Finder and the Red Cross help line to information on where to pick up bags left at the scene, or airlines who had changed their policies on cancelling flights as a result of the attacks,” writes Matthew Ingram (2013). Arguably, these aspects of user activity can be utilized by authorities during and post-event if deemed necessary. At the same time, the strong self-directed crowd participation implies a risk on its own and thus may need to be mitigated.
10. The process

In order to create an implementable framework the individual activities are put into a process model. Before personnel can work within social media, shared situational awareness has to be developed. The activity of reconnaissance then transforms into monitoring in order to be able to identify anomalies. When atypical activity is identified and the analysis thereof indicates possible distress within a group, efforts to reduce pressure can be carried out and continued during the actual event. At onset of the event, data collected in social media can then support decisions on whether or not to deploy ground personnel, as well as estimate personnel requirements at different locations. At the same time evidence collection can begin. Local laws may dictate that authorities can first start collecting evidence whenever criminal behavior is observed. Evidence collection can continue during normalization after the event. After the event it is likewise necessary to investigate whether any significant changes have occurred, making a repeated reconnaissance activity necessary. The summarized model is presented in Figure 5.

![Figure 3: Process for security and law enforcement work with social media](image)

11. Conclusions - what about applicability?

When implementing the process, authorities in question may want to incorporate already established methods for work within social media, which is likely to lead to these methods being further developed to suit more than one need. The process can be applied with varying levels of coerciveness and intrusion. Depending on the overall setting with regard to culture as well as national judicial constraints different levels of participation, from intrusion by infiltration to observation of openly available sources, can be interpreted in different ways in terms of coercion. In a society that is used to a high level of oversight by state authorities intrusion into closed fora may not lead to loss of soft power, on the contrary, this type of activity amongst potentially dangerous groups may be expected by the broad society. In cultures that are built upon transparency, on the other hand, intrusive activity may be regarded as unacceptable. Generally, a low level of coerciveness by authorities is assumed for application of the model. Instead it is designed to enhance their soft power through active participation in the discourse and positive presence in the social media.

Availability of adequately trained personnel, funding restrictions or overall working strategy may hinder or disallow certain activities within the process from being executed. However, as long as an accurate situational awareness is provided, authorities may choose to conduct individual or a set of activities within the model. For example, in some cases events will develop with a speed that does not allow for timely event recognition, thus making proactivity impossible. Shared situational awareness in its turn can be developed through sole monitoring over a certain period of time. A reality check, and a direct connection to the physical world are provided particularly while supporting personnel that acts in the physical world. At that point, ‘virtual authorities’ have to interact with ‘physical authorities’. However, the ‘virtual’ may misunderstand the ‘physical’, and the ‘physical’ may not regard the ‘virtual’ with the needed seriousness. This is not per se a disadvantage of the process itself but rather an organizational, or structural, problem to be aware of. It also enhances the necessity to tightly integrate the work in the cyberspace with work in the physical world - which in itself can provide a chance to bring about a greater understanding of the virtual, but no less real, world.
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1. Introduction

The term ‘cyber operations’ is often used to denote the set of methods used for cyber warfare. Surveillance, defense and attack in cyberspace are general elements of cyber operations that in turn can be decomposed into more specific elements.

In its policy document (White House, 2012) the US administration defines cyber operations as consisting of: “Cyber Collection, Defensive Cyber Effects Operations (DCEO) and Offensive Cyber Effects Operations (OCEO)”.

To our knowledge the US administration is the only one in the world that officially has a cyber operations policy clearly articulated in this way. Obviously many other national administrations also practice cyber operations, but policy makers in nation states can reason that there is no need to publish their cyber operations policies because these activities are relatively easy to hide from the public. We find laudable the US administration’s publication of their cyber operations policy because it reduces confusion and contributes to transparency in the cyber warfare landscape, which in turn is beneficial for political stability.

According to the same policy document, surveillance through computer networks is called ‘Cyber Collection’ which is defined as: “Operations and related programs or activities conducted [...] for the primary purpose of collecting intelligence - including information that can be used for future operations - from computers, information or communications systems, or networks with the intent to remain undetected. Cyber collection entails accessing a computer, information system, or network without authorization from the owner or operator of that computer, information system, or network or from a party to a communication or by exceeding authorized access. [...]”

Methods for surveillance of global communication networks are many and diverse, ranging from interception of communication passing through cables or through the air, to obtaining data stored in databases and being processed within computer hosts. Data can often be intercepted without the authorization and collaboration of the network or host owners as described in the cyber collection policy cited above, but surveillance capabilities can be significantly amplified with their collaboration. The revelations from late 2012 and throughout 2013 by Edward Snowden about NSA’s surveillance capabilities clearly documented that the NSA (US National Security Agency) obtained active collaboration from several prominent companies in order to enhance NSA’s surveillance capabilities. This was done e.g. by having arrangements with companies like Apple, Google and Facebook for obtaining access to customers’ data and profiles (Greenwald and MacAskill, 2013), which in fact is legal according to the USA PATRIOT Act (107th US Congress, 2001).

It has also been revealed that NSA paid US$ 10 million to RSA, a major security technology vendor, to include a backdoor in one of their cryptographic products, thereby enabling the NSA to read traffic encrypted with that product (Menn, 2013). This form of surveillance based on active and consenting collaboration with private companies can be considered to be a form of authorized access and therefore seems to extend the scope of the above cited cyber collection policy. However, when assuming that the targets of surveillance are the
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customers of the collaborating parties, not the collaborating companies, then the surveillance falls under the definition of unauthorized ‘cyber collection’ as cited above. In fact, the collaborating companies become part of the surveillance operations targeted at their own customers. In this scenario it is thus meaningful to distinguish between 3 separate parties: 1) the cyber operations agent, 2) the collaborator, and 3) the target of cyber operations.

Defensive and offensive cyber operations can in general be conducted with or without the collaboration of external parties, and similarly to cyber collection, the potential for defensive and offensive cyber operations increases significantly with the assistance of collaborating parties having specific skills or who control specific technologies and ICT infrastructures. In the sections below we explore various methods that potentially could be used for cyber operations and that have not been mentioned in the literature. These methods go far beyond those described through the Snowden revelations.

Collaborating parties in cyber operations can be public or private companies and organizations, or they can be other nation states. In general, the collaborator can be seen as an intermediary between the cyber operations agent and the target. It is normally assumed that there is a friendly relationship between the cyber operations agent and the collaborating party; otherwise the collaborating party should more precisely be seen as a target of cyber operations. It is thus the nature of the business relationship or the political alliance between the cyber operations agent and an involved party that determines whether the involved party is a collaborator or a target of cyber operations.

Various forms of collaboration are possible, ranging from full voluntary and active participation in the cyber operations, to forced and involuntary participation. Although there is a continuum of types of collaboration we find it meaningful to distinguish between active, passive and forced collaboration that we define as follows.

- **Active collaboration** is when representatives of the collaborating party take voluntary conscious actions in order to assist in cyber operations. This is for example the case when Facebook transmits user profiles to NSA, or gives NSA technical access to the data at their discretion.

- **Passive collaboration** is when representatives of the collaborating party voluntarily and consciously do not exercise their right to take actions that could have hindered cyber operations. This is for example the case when RSA discovers a vulnerability in one of their security products which they know can be exploited by NSA, and they do not attempt remove that vulnerability.

- **Forced collaboration** is when national authorities use pressure or a legal right to force the collaborating party to contribute to cyber operations. Forced collaboration is possible when applicable laws dictate the right to obtain information from collaborating parties. This was for example the case when the U.S. government in 2013 obtained a search warrant demanding that Edward Snowden’s e-mail provider, Lavabit, turn over the private SSL keys that protected all web traffic to the site. Lavabit offered paying customers a secure email service that offered the highest possible level of privacy. When faced with the search warrant, Lavabit decided to stop operations rather than betray its own customers (Poulse, 2013). The form in which collaboration is practiced in cyber operations can have implications for legal liability, ethical standing and public relations of the collaborating party. A company that grants a cyber-operations agent access to its resources could be the target of legal action, public criticism and could suffer damage to its reputation should this collaboration be publicly known. As an attempt to restore their lost reputation, cyber operations collaborators (e.g. Google, Apple, Facebook) identified by the Snowden revelations have argued for legal changes regarding this form of cyber operations (Roberts and Kiss, 2013). IBM issued a statement saying that it will take steps to challenge any order by the US government to hand over data for surveillance purposes (Weber, 2014), but so far there are no cases where this has happened.

The revelation of massive collaboration between NSA and online social network providers has probably resulted in withdrawal by target groups from these networks precisely because they want to avoid being spied upon. From the perspective of NSA’s cyber operations it is therefore likely that the Snowden revelations have reduced the value of collaboration with these social network providers. Said bluntly, if terrorists used Facebook before the Snowden revelations, most likely they do not use Facebook anymore. The secrecy of specific cyber operations is thus crucial for their effectiveness. Another negative side-effect is of course the lost business suffered by the collaborating companies. They would probably have a credible legal argument for
financial compensation of damage to their reputation and resulting losses due to their collaboration with NSA, because they can claim that it unfairly damages their business.

Cyber operations (DCEO, ODEO and Cyber Collection) can in general be exercised with or without the collaboration of external parties. Cyber operations exercised without any collaborating parties will resemble typical cyber attacks that require the exploitation of vulnerabilities in systems and networks, or the manipulation of individuals through social engineering. Exploited and discovered vulnerabilities are constantly being removed or reduced by system vendors and owners. In order to maintain cyber operations capabilities, there is thus a need for continuously developing new attack methods and discovering new vulnerabilities. New and unknown vulnerabilities are constantly being introduced through technology innovation and product development, where most vulnerabilities are introduced by accident through poor security design, but some can be introduced on purpose e.g. as part of cyber operations.

Although old vulnerabilities get fixed, the rate of eradication is eclipsed by the rate of introduction of new vulnerabilities. Numerous players invest considerable resources in trying to discover these vulnerabilities, either to be used in own cyber operations or to be sold and used for profit. For the latter purpose there are unregulated markets for trading security vulnerabilities and zero-day exploits, (Ablon, Libicki, and Golay, 2014). In theory a national cyber operations player could obtain the needed exploits from such markets. However, these markets represent relatively unreliable sources of exploits because the buyer can never be 100% certain that the seller does not offer the same vulnerability to the buyer’s opponents. National states with an offensive cyber operations program therefore needs to also have the necessary capabilities and resources for ‘vulnerability mining’ based on using massive computational resources and analytical methods such as fuzzing which is a form of brute force vulnerability discovery (Sutton, Greene and Amini, 2007). Software vendors, criminals and governments alike engage in fuzzing. Software vendors do it to remove software bugs in their products; criminals do it to develop exploits that can generate profit, and governments do it to sustain their cyber operations capabilities.

2. Potential cyber operations capabilities through collaboration with technology vendors

NSA’s collaboration arrangement with Google, Facebook and other social network providers is mainly used for surveillance purposes. It is interesting to think further and reflect on the cyber operations capabilities that can be obtained with the collaboration from technology vendors such as Microsoft, Apple, Intel and AMD, Dell and HP. These US companies sell products with dominant global market shares, so that they could be harnessed as potent cyberwarfare tools for the US government. Similarly, telecommunication network equipment produced by Huawei and ZTE could potentially be used by the Chinese government in their cyber operations. This possibility has led some governments to ban their products in specific market segments considered part of their national CII (Critical Information Infrastructure), e.g. in Australia (McCuling, 2012) and in the USA (Rogers and Ruppersberger, 2012). The fact that some western governments have excluded Chinese manufacturer Huawei from critical market segments shows that governments actually consider cyber operations collaboration with technology vendors as a realistic scenario.

Reduced competition with resulting increased costs is an unavoidable negative side-effect of excluding major vendors from offering components when building critical ICT infrastructures. In some Western countries such as Norway where there also has been a debate about the risks of using Huawei components in critical national telecommunication networks, the argument about increased costs was one reason for not excluding Huawei.

The sections below explore various cyber operations methods that potentially can be harnessed with the collaboration of technology providers in the respective domains of 1) OS (Operating Systems), 2) CPU (Central Processing Unit) hardware, 2) computer systems, and 4) Internet clouds.

2.1 Collaboration with operating system vendors

Microsoft and Apple develop operating system software for the PC and Mac respectively. Linux OS distributions are developed by multiple vendors, where the code is often open-source. Automated online software update and patching is an integral part and an important feature of these operating systems, which contributes to their security and robustness. Operating systems are large complex software products that therefore necessarily contain high numbers of bugs and vulnerabilities. As soon as a vulnerability has been discovered it can be exploited by people knowing about it. Exploits for known vulnerabilities are being
implemented in automated tools which makes exploitation of those vulnerabilities relatively easy even for non-experts. Without the ability to continuously fix such problems operating systems would be hopelessly unreliable and vulnerable to attacks.

The mechanism for updating and patching is based on programming the client operating system to connect to a specific server owned by the vendor on a regular basis, e.g. daily or weekly. The server checks the current status of the software, and triggers the downloading of missing updates and patches to the client operating system. The updating process is totally controlled by the vendor of the operating system and is mostly transparent to the user. The same updating process can be used to make arbitrary changes to the operating system, so the operating system is in practice totally controlled by the vendor. The vendor of a particular operating system can thus install any application on any computer running its operating system. Given that the Windows OS is installed on approximately 90% of all desktop and laptop computers worldwide the possibility of total control of the majority of client computers worldwide by Microsoft is real. The potential for cyber operations with Microsoft as collaborating party is thus massive. The possibilities range from cyber collection as in surveillance to offensive cyber effects operations as when actively controlling individual computers like a bot machine.

It is unknown to the public whether operating system vendors like Microsoft collaborate with NSA for surveillance and control of individual computers. While the extent of surveillance through Google, Facebook and Apple was shocking to many, collaboration with e.g. Microsoft for controlling individual computers or clusters of computers would have been even more disturbing to the public. There is thus a significant risk for an OS vendor to collaborate in cyber operations. In the case of Microsoft with almost monopolistic market dominance, the consequence of revealing cyber operations collaboration to the public would be hard to predict. On the one hand, cyber operations victims would be reluctant to continue using Windows, but on the other hand there would in many cases be no real alternative. However severe the negative market consequences of cyber collaboration with OS vendors, if a government perceives the threat of e.g. a catastrophic terrorist attack to be sufficiently high, and the only way to uncover or stop the plot is e.g. through controlling computers through OS update, it would arguably be rational to do precisely that.

2.2 Collaboration with CPU and microchip vendors

The layer underneath the OS is typically the CPU hardware. The two main CPU vendors for servers and personal computers are Intel and AMD who share the global market between them and who compete on innovation. Close cooperation between the CPU and operating system vendors leads to rapid innovation and steady increase in performance. This cooperation also results in significant security innovation e.g. to prevent buffer overflow attacks, and to enable secure virtualization of multiple operating systems running simultaneously on the same computer.

It would be possible to implement special triggers that could change the behavior of CPUs as an element of cyber operations to take control of computers. Knowledge of such triggers would enable the control of a computer independently of the operating system running on the computer.

Similar business risks to those mentioned in Sec.2.1 above would exist in case Intel and AMD engage in this form of cyber operations collaboration with NSA. These companies could suffer severe loss of trust from the market should this form of collaboration be revealed, but since they have a monopolistic position it would be difficult for targets to switch to alternative vendors.

Trusted computing is the term used when security functions are based on specialized security hardware. The TPM (Trusted Computing Platform) is a specialized security chip that is integrated on the motherboard of most modern computers shipped today. The role of the TPM is mainly to verify the integrity of low level software such as BIOS and kernel. This can e.g. be used to detect malware infection on the computer. The TPM also has the potential of preventing owners from making certain configuration changes to their own computers, because the TPM dictates certain parts of the configuration and can also dictate which BIOS and OS kernel that can be loaded into memory. In case an exploit has been built into the BIOS or kernel of a computer equipped with TPM, then it might be impossible for the owner to remove those exploits.
2.3 Collaboration with system vendors

During 2013 it was revealed that the NSA disposes of an extensive set of exploits against a large number of IT products (Appelbaum, Horchert and Stöcker, 2013). The exploits are e.g. based on injecting code into the BIOS or kernel of operating systems of computers which can activate network communication, microphone or camera, or it can be tiny hardware chips that can be integrated into systems such as mobile phones, personal computers, servers, routers and firewalls, from major technology vendors such as Dell, HP, Cisco and Apple. It is important to notice that these exploits do not necessarily imply direct collaboration with these technology vendors. It is theoretically possible that the technology vendors have not played any role in developing these exploits, but it is also possible that they assisted in their development, or actually developed the exploits themselves. The revelation of exploits does not say anything about their origin. So even if a vendor participated in the development of an exploit against its own products, and the exploit, but not its origin, is revealed to the public, then it does not necessarily result in lost trust from the market.

There is a huge logistic challenge when executing an exploit like integrating a specialized hardware chip on the motherboard of a computer for cyber operations purposes. It would require physical access to the computer, preferably before it is shipped to the target party. It has been suggested that it can be done during shipping with the collaboration of postal or courier service operators (Appelbaum, and Horchert, and Stöcker, 2013). It would probably be much simpler when done at the assembly line of companies like Dell or HP, or during customization by the local distributors, but the logistic challenge would be significant even here.

2.4 Collaboration with cloud providers

Another domain of government-industry collaboration with great potential for cyber operations could be in the cloud services industry, whereby a cloud service provider grants its national government passive or active access to customer data and processing. Severe negative consequences for the industry player would of course be the result should this form of collaboration become publicly known. Primarily it would have resulted in significant loss of trust and lost business for the collaborating party because targets for cyber operations would switch to alternative cloud providers.

Online social networks can be considered as a form of cloud service, so for surveillance purposes cyber collection collaboration with cloud providers would be very similar. The topic of offensive cyber operations with a cloud provider is difficult to describe or categorize, and because there is a broad range of possibilities the potential is unclear. The potential for exploiting the various cloud service models such as IaaS (Infrastructure as a Service), PaaS (Platform as a Service) and SaaS (Software as a Service) should be considered separately. Online social networks can be considered as SaaS cloud service. Cyber operations based on exploiting PaaS could e.g. consist of collecting and analyzing customer data, while cyber operations based on exploiting IaaS in addition would give access to entire virtual IT infrastructures of specific targets.

The debate around the security of cloud services is mostly centered on privacy, but national security is probably even more critical. Cloud services are frequently used even though users often do not consider then as such. For example, and online email service such as provided by hotmail.com or gmail.com is an example of SaaS. Nations states and organizations often outsource the operation of their respective DNS servers, which also can be considered to be a form of SaaS. This potentially makes these nations and organisations particularly vulnerable to a broad range of attacks should the DNS cloud service provider take part in cyber operations by other nation states.

3. Discussion and conclusion

The crucial question is whether the US and other national governments would want to take advantage of, or are already taking advantage of, collaboration with technology vendors for the purpose of conducting cyber operations. A simple mental walk-through of possible scenarios reveals that such collaboration would give considerable advantages in cyber warfare situations. For example, every running Windows operating system connects to a Microsoft server daily to check for software and configuration updates. From a technical perspective this gives Microsoft full control of every computer on the planet, as well as in space, that runs Windows and that is connected to the Internet. It would be relatively simple to identify the computers of individuals, as well as computers of a specific organization or in a specific geographical region. Remote control of each computer could be used e.g. for espionage or for sabotage, the possibilities are endless. The same type
of capabilities would be available for major microprocessor vendors Intel or AMD, where hidden hardware functions could allow remote parties to take control of computers, or telecommunication systems vendors such as Huawei or Cisco where backdoors into the systems could provide a cyber operations agent with unlimited access to network traffic. As the Snowden revelations have shown us, private corporations are willing to, or are legally obliged to collaborate with their national government, so the possibility of remote control of computers through collaboration with vendors of operating system software and hardware is realistic.

When major IT industry players become collaborators in cyber operations a natural consequence is that the market share of their products and services will be determined by global political divisions. For example, if it were the case that a US-based vendor implements a back door for the NSA in their products, and this became publicly known, then a likely result is that markets in countries that are mostly US-antagonistic would stop using these products for fear of being subject to control and surveillance.

It will necessarily have consequences when major technology vendors become collaborators in cyber operations, and this fact becomes known, either publicly or in the intelligence communities. The need for independence of nation states and for global political balance will tend to create a more fragmented global market of IT products and services. We see some of this taking place already, such as when Google during the period between 2010 and 2013 has been pressured out of the Chinese market or when Huawei is being excluded from US and Australian markets. For outsiders without access to the military intelligence communities all we see at the surface are sporadic conflicts between national governments and technology providers. These incidents are probably only the tip of the iceberg in the global politics of ICT and cyber warfare, and reflect a trend towards Balkanisation of technology.
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1. Introduction

Everyday on a global scale military, energy, and many other sensitive government networks, websites and critical IT infrastructures are being attacked through cyberspace. Cyberspace is defined as “the domain characterized by the use of electronics and the electromagnetic spectrum to store, modify, and exchange data via networked systems and associated physical infrastructures” (Andress, Winterfeld and Rogers, 2011)

Cyberspace possesses many threats that stem not only from nation-states, but also from terrorist organizations, organized crime groups as well as individual cyber criminals. Nye (Nye, 2011) states that “in the physical world, governments have a near monopoly on large-scale use of force, the defender has an intimate knowledge of the terrain, and attacks end because of attrition or exhaustion. Both resources and mobility are costly. In the virtual world, actors are diverse, sometimes anonymous, physical distance is immaterial, and offense is often cheap. Because the Internet was designed for ease of use rather than security, the offense currently has the advantage over the defense.” Since there are relatively low barriers to entry in cyberspace compared to conventional threats, a single hacker could wreak havoc on a nation’s critical information network. Due to the proliferation of adversaries and threats in cyberspace, nations have increased their efforts to establish cyber defense organisations in order to protect their critical networks. Consistent with the power level of a country, cyber offense capabilities are being enhanced.

As cyber defense and offense capabilities are being enhanced, a new kind of war is emerging in cyberspace called “cyber war”. Cyber war is “an extension of policy by actions taken in cyber space by state or nonstate actors that either constitute a serious threat to a nation’s security or are conducted in response to a perceived threat against a nation’s security.” (Shakarian, Shakarian and Ruef, 2013)

The tools in cyberwar may seem to have a dominantly technological character in parallel with significant advances in technology. Yet solely emphasizing the technological aspect in cyber warfare will not pave the way for success. To call attention to the human aspect of cyber security, former commander of U.S. Army Cyber Command retired U.S. Army Lt. Gen. Rhett Hernandez stated that “Cyber is the number-one threat to national security, and people, not technology, will out think and out maneuver these cyber threats.” (NPS Student’s National, 2013) In addition, Evans and Reeder emphasize that “a critical element of a robust cybersecurity strategy is having the right people at every level to identify, build and staff the defenses and responses.” (Evans and Reeder, 2010)

In this study, manpower planning and the management dimension will be examined under recruitment, training and retention. Subsequently, challenges and risks involved with the manpower aspect of cyber security will be discussed and recommendations will be put forth in the conclusion.
2. Cyber workforce

2.1 Overview

Despite the ever growing demand for cyber-related skills, a significant deficit of people with these skills remains. Moreover, the competition to identify and recruit cyber talents is fierce due to the demand from both governmental and private sector cyber institutions. According to a recent Reuters article, “Google is currently advertising 129 IT security jobs, while defense companies such as Lockheed Martin Corp and BAE Systems are looking to hire in this area.” (Apps and Goh, 2013) The lack of qualified people combined with ever increasing demand results in a staffing crunch.

Moreover, the perceptions of potential cyber warriors toward the military should be taken into consideration. According to the results of a survey (Conti and Easterly, 2010), technically skilled people generally expressed negative themes about the military such as: “limited creativity, limited meritocracy, technically ignorant leadership, lack of career advancement, lack of a technical career path” and so on. Thus, manpower planners need to think about how to make a cyber warfare job preferable for the candidates. To do that, the common attributes of potential cyber warriors which differ from those of traditional forces need to be closely examined.

2.2 Characteristics of cyber warfare professional

2.2.1 Education

According to studies conducted about the information security workforce “half of them have at least a bachelor’s degree, with some relatively large fraction of that group having a master’s degree as well. Additionally ... a very small percentage with [Ph.D.] degrees.” (Andress, Winterfeld and Rogers, 2011) These people also have an inclination toward learning, since they need to keep searching for new knowledge in order to stay abreast of emerging technologies; their knowledge base and skills require continuous updating.

2.2.2 Age

Age is a significant recruitment factor for the traditional forces given the rigor of military operations. But being away from the hazards of a traditional military operation, a cyber warrior may be younger or older than the average age of the conventional military personnel. Moreover the pool of candidates for the cyber workforce enlarges, since age is not a dominant factor during recruitment. (Andress, Winterfeld and Rogers, 2011)

2.2.3 Physical condition

Due to cyber warriors’ differing workplace environment, the expectations for his physical condition are different than the standards expected from traditional forces. For a cyber warrior, another set of skills may be needed such as “mental abilities, creativity, technical skills, and the ability to sit in a chair for long periods of time, all the while tracking multiple activities on a series of displays, physical fitness may tend to take a back seat.” (Andress, Winterfeld and Rogers, 2011)

2.3 Roles in cyber workforce

It would be misleading to consider that cyber workforce comprises of merely operators who can employ cyber tools and weapons to execute cyber attacks or defend friendly networks. Additional roles had been put forth by scholars. Franz (2011) categorizes cyber roles as follows:

- **Operators** who “plan, direct, and execute offensive and defensive activities in and through cyber space.”
- **Technicians** who “provide and sustain assigned portions of cyberspace.”
- **Analysts and Targeteers** who “offer intelligence support to cyber warfare operations.”
- **Developers** who “design and build cyber warfare tools and weapons.”

Fulp (2003) made another classification of roles in cyber workforce in terms of specialization categories:
Cyber tacticians who “would focus on reducing the risk of existing fielded systems primarily through the application of appropriate safeguards (e.g., firewalls, intrusion detection, redundant configurations, data backups, etc.).”

Cyber strategists who “would focus on reducing the risk of future systems primarily through the application of structured and formal system design techniques that reduce system vulnerabilities.”

Fulp (2003) makes a distinction between tacticians and strategists in terms of ‘existing’ versus ‘future’ – not in the conventional military wisdom that has tactical, operational and strategic levels. He argues that cyber strategists pursue the ideal of zero vulnerability system while cyber tacticians “protect the systems that are fielded now.”

The roles that are mentioned above may be sufficient only for carrying out cyber operations, but additional roles could be required to establish the integration of cyber operations with other military operations. Shakarian, Shakarian and Ruef (2013) argue that “cyber operations, in general, can aide other military operations such as intelligence gathering and information warfare.” Therefore, a harmony and synchronization should be set up between military and cyber operations during the planning and execution phases. For that purpose, cyber planners may act as integrators and can perform command and control function of cyber operations.

3. Recruitment

To swiftly address the staffing problems of the cyber workforce, militaries initially sought to fill cyber positions by recruiting from their ranks. Simultaneously, they sought to attract potential cyber warriors from outside the military, including convicted hackers.

3.1 Recruiting through the ranks: Branch conversion

The arrival of cyberspace as the new domain of warfare and the proliferation of cyber threats prompted a swift reaction from governments. Since it would take a long time to build a new cyber command and cyber workforce from scratch, militaries opted to convert some of the existing communications, signal and all other relevant branches into the new cyber specialty. For example, in the U.S. Air Force, “approximately 43,000 total force enlisted airmen and 8,800 civilian personnel saw their Air Force Specialty Codes (AFSCs) alter from communications to cyberspace support on November 1, 2009.” (Boland, 2010). And Israeli Parliament “approved a military restructuring plan that prods the army towards professionalisation. It urges a shift away from manpower-intensive armoured divisions in favour of the air force, intelligence collection and cyber-warfare.” (Taking wing, 2013)

While branch conversion may partially help staffing the cyber workforce, converted cyber warriors may lack expertise in some areas and be “defensively focused”. (Andress, Winterfeld and Rogers, 2011) Moreover, there will be a cost of training and educating these soldiers to be proficient in cyber warfare issues. Accordingly, militaries aren’t expanding their cyber workforce solely from their own ranks. They are looking for the talents to fill cyber warfare positions, especially those requiring expertise, creativity and other qualifications.

3.2 Recruiting outside the military

Militaries need to reach outside and appeal to potential cyber warriors, since converting the appropriate personnel into cyber warriors insufficiently fills the cadre of cyber workforce. Presently, militaries are planning to expand their cyber workforce. For example, “U.S. Cyber Command alone plans to dramatically increase the number of personnel to 4,900 by 2015 from 900 today.” (McGarry, 2013) France will be investing in cyber defense in the following years by “[bolstering] its cyber defences with a $2 billion investment in its IT infrastructure as part of the government’s forthcoming military budget, according to Defence Minister Jean-Yves Le Drian. (...) The investment is part of a wider project to increase cyber awareness that will see personnel in the ministry’s cyber division double and the number of cyber-related studies to triple.” (France invests $2 billion, 2014)

By advertising and using recruiting websites and social media, militaries are trying to attract potential cyber warriors. Additionally, Conti and Easterly suggests that cyber security organizations need to reach out to the technical communities, and send “speakers to hacker conferences, competing in network warfare contests, and publishing research papers at academic conferences.” (Conti and Easterly, 2010)
Reaching out the potential cyber warriors could be assisted by calling the attention of youngsters – tomorrow’s cyber talents – to technical skills. In his message for Computer Science Education Week, US President Barack Obama said “Don’t just play on your phone. Program it. (...) Learning these skills isn’t just important for your future, it’s important for our country’s future. (...) If we want America to stay on the cutting edge, we need young Americans like you to master the tools and technology that will change the way we do just about everything.” (Finley, 2013)

Also, militaries are considering the recruitment of hackers – sometimes even the convicted ones – and people lacking security clearances. In the United States, the Defense Advanced Research Projects Agency (DARPA) initiated a three year program in 2012 to build “experimental workshops” in 1,000 high schools. These workshops are “modeled on the growing phenomenon of “hackerspaces” — community clubhouses where hackers gather to build, invent or take things apart in their spare time.” (O’Leary, 2012) Furthermore, the head of UK’s Joint Cyber Reserve Unit said “convicted computer hackers could be recruited to the UK’s cyber defence force if they pass security vetting.” (UK cyber defence, 2013) Additionally, the International Internet System Security Certification Consortium delivered its recommendations to the US government about the stuffing crunch of cybersecurity professionals. One of the recommendations is “setting up a cyber “special forces” team designed to employ talented cyber-security workers who, whether because of personality or previous personal conduct, would not normally be able to obtain security clearances or work in a typical agency culture”. (Wait, 2013)

A recent example of employing hackers and criminal organizations to carry out cyber attacks is the 2008 Russian campaign against Georgia. Cyber attacks increased the impact of Russian military campaign and “Russian criminal organizations including the RBN [Russian Business Network] along with ““patriotic” Russian computer users – often referred to as “hacktivists”” were involved in the cyber attacks against Georgian networks. (Shakarian, Shakarian and Ruef, 2013)

4. Training

Cyber threats are growing in number and type while technological advances continue. Therefore cybersecurity professionals need to have a desire for learning, since they need to search for new knowledge in order to stay abreast of emerging technologies. Otherwise their knowledge base and skills could easily be out of date. Training the cyber workforce – either newly recruited or already existing – adds value in cyber warfare.

There’ no single solution that satisfies all the training demands. ““Training today’s cyber professionals requires the use of a broad range of venues to prepare these personnel to operate in a technically challenging environment,” said Air Force Col. George Lamont, the director of training for the U.S Cyber Command.” (Welsh, 2014) Conti and Easterly proposed such as “training with industry programs”, “computer security competitions”, “tuition assistance programs”, free online course materials of universities, “books and lending libraries”, “local guest speakers from government, academia, industry, and the hacker community”, “grow[ing] professionally by leading workshops and giving talks for nearby professional groups” plus the communication abilities to “communicate technical topics to non-technical audiences.” (Conti and Easterly, 2010)

An example of cooperation between cyber security organizations and universities from the U.S. is as follows: “The NSA [National Security Agency] and the DHS [Department of Homeland Security] have jointly sponsored the National Centers of Academic Excellence in Information Assurance (IA) Education (CAE/IAE) and CAE-Research (CAE-R) programs. The goal of the programs is to reduce vulnerabilities in our national information infrastructure by promoting higher education and research in IA. The programs also attempt to address the growing need for professionals with IA expertise in various disciplines.” (National Centers of Academic, 2013)

Many countries expressed their strategy for developing cyber workforce in their cyber security strategies. While some of the national cyber strategies briefly talks about the importance and need to improve human capability, there are a couple of them giving detailed information about the implementation of cyber education and research activities. For example, Turkey’s National Cyber Security Strategy and 2013-2014 Action Plan mandates the Council on Higher Education, the Scientific and Technological Research Council of Turkey and universities to “provide scholarship to students for postgraduate studies on cyber security, add cyber related courses to undergraduate, graduate and postgraduate curricula and establish graduate and doctoral programs on cyber security” (National Cyber Security Strategy, 2013). In addition, the UK Cyber
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Security Strategy mentions “establishing programs of certified specialist training, strengthening postgraduate education, establishing a research institute in cyber security and developing cross-sector research agenda on cyber”. (the UK Cyber Security Strategy, 2011)

Cyber concerns came to the attention of military circles, and military education at academies adjusted to this situation by adding cyber related courses in their curriculum and sending “teams to a variety of competitions, where they face off against each other.” (Beidel, 2012)

As for the educational exercises, in the U.S. there are CyberPatriot at high school level, National Collegiate Cyber Defense Competition (NCCDC) at the college level and Cyber Defense Exercise for the U.S. Military Academies. Cyber Security Challenge was launched in the UK. Additionally, competitions are conducted in the hacker community such as Capture the Flag at DEFCON (an annual hacker convention) as well as NetWars hosted by SANS (a major commercial training company). (Andress, Winterfeld and Rogers, 2011)

Evans and Reeder puts forth a vision for cyber education and career path in their work (Figure-1). The career path has entry, practitioner, performer and expert levels. The education blocks are built accumulatively: core cyber skills being the first step and specialized training, offensive and defensive missions, support functions and the leadership block as the later steps.

**Figure-1:** A vision for the learning disciplines associated with the cybersecurity workforce development (Evans and Reeder, 2011)

In another approach, core cyber skills are examined in detail and it’s proposed that cyber professionals pursue the same basic education. The curriculum “should address all of the core subject matter encountered in modern information systems, and do so in a bottom-up order.” (Fulp, 2003) The core subject matters – in a bottom-up order – are as follows: (Fulp, 2003)

1) Discrete Mathematics,
2) Computer Hardware/Architecture,
3) Programming,
4) Compiler Design [compiler is a computer program that translates high-level language syntax into another programming language],
5) Operating Systems, and
6) Algorithms.”
Additionally, Fulp puts forth core principles of information assurance as follows: (Fulp, 2003)

- The Reference Monitor (RM) Concept which “maintains that access control is at the heart of data protection.”
- The Risk Management Equation which establishes the notion that “safeguards applied to mitigate initial risk will reduce that risk to some degree, resulting in residual risk.”
- Defense-In-Depth which “dictates that practitioners of IA should not rely on any single device, technology, or security area (e.g., personnel security, physical security, etc.) when working to minimize system risks.”
- The Principle of Least Privilege which states that “sensitive information should receive no more exposure to potential disclosure or modification risk than which is absolutely necessary for mission accomplishment.”

5. Retention

Recruiting the appropriate people for cyber workforce could be a good start, but keeping them on board would warrant significant effort by the manpower management. There are different motives and incentives for cyber workforce. “While some cyber warriors will continue to serve because of patriotism, others to make a difference, still others because they love the mission, professional development opportunities and career progression are essential.” (Conti and Easterly, 2010)

Also, the education required for a cyber warfare professional in order to stay abreast of current technology and developments in cyberspace is highly expensive if he tries to attend the courses offered by private training companies. The government cyber positions can provide requisite training to the cyber professionals without incurring the financial burdens.

In addition, the environment in which a cyber warfare professional can perform hacking legally and ethically—from a perspective of protecting the nation—can be another enticement for cyber workforce.

But the motives and incentives mentioned above may be valid provided that a viable career path, an appropriate cyber culture and a proper management style are ensured in the cyber security organization.

5.1 Career path

Evans and Reeder list four elements of strategy to address staffing crunch in cyber workforce. One of them is “assuring there is a career path as with other disciplines, like engineering or medicine, and rewarding and retaining those with high-level technical skills, both in the civilian workforce and in the uniformed services.” (Evans and Reeder, 2010)

Conti and Easterly highlights the same issue by stating that “a career path that inspires others means career progression with promotions based on merit and competitive pay.” (Conti and Easterly, 2010)

5.2 Cyber culture

As mentioned in the second section, the perception of the technical community about the military is generally negative. It’s incumbent upon the leadership of cyber security organization to build a cyber culture appealing to potential cyber warriors. Conti and Easterly argue that “the key is to create a culture (…) to the extent possible that respects technical expertise, values diversity, and provides a viable career path from junior enlisted to General and Flag Officer.” (Conti and Easterly, 2010)

Franz, on the other hand, points out the necessity of a warfighting culture in the cyber workforce. He states that cyber warriors who converted from communications and other relevant branches tend to focus “on keeping communications up and running — not on completely understanding the missions supported by each communications link or node. Consequently, true understanding of mission impact caused by losing a link or node commonly occurs only after that loss takes place and customers begin to complain.” (Franz, 2011) Moreover he adds that “the culture of today’s cyber warfare professionals must evolve from one that provides service to one that offers a balance of service, security, and knowledge of threats, all in the name of mission assurance.” (Franz, 2011)
5.3 Managing the cyber workforce

Another important aspect of retaining the cyber workforce is how they’re managed. These people are expected to think outside the box, be creative and innovative. Conti and Easterly suggest that “you don’t have to overly manage them, just point in the direction you want them to go. (...) cyber warriors deserve equally tech-savvy leaders who understand and appreciate their accomplishments; who empower creative problem solving and encourage out of the box thinking; who can empower individual efforts and yet successfully focus these efforts into a cohesive team” (Conti and Easterly, 2010)

6. Challenges and risks involved

6.1 Age discrepancy

As mentioned in the second section, there can be significant age differences between the cyber workforce and the leadership. From the perspective of personnel planning and management, age does not mean much to fulfill the mission. Potentially, it would cause some discomfort between the younger personnel and seniors.

6.2 Culture clash

Conflict may occur among cyber personnel and traditional forces due to differences between set of traits expected from them. On the one hand, traditional forces are expected to demonstrate a high standard of discipline and obedience, and on the other hand cyber workforce is expected to be “creative, intelligent, capable of good problem solving skills, independent, and other similar terms. Unfortunately, or perhaps fortunately, depending on perspective, these types of attributes do not generally produce people that tend to follow rules well, or possess any great love of strong authority figures.” (Andress, Winterfeld and Rogers, 2011)

It would cause some discomfort when some types deemed as abnormal to military culture join the cyber workforce, but all these factors must be taken into consideration when managing a cyber workforce.

6.3 Creating tomorrow’s adversaries

Training and enhancing the skills of the cyber workforce in order to have a robust cyber warfare capabilities has its own drawbacks. There is a risk of investing cyber skills in the wrong person if he chooses to use his talents against his country. One may ponder the difference between the risks of training an Explosive Ordnance Disposal technician and a cyber warrior. Andress, Winterfeld and Rogers aptly articulate the issue in their work.

“With traditional forces, when the conflict is over, or when they have been released from their duties, the harm that can come from their training is relatively minimal. They will likely have not been allowed to depart their service with any form of advanced weaponry, although they will still be in possession of the strategic and tactical knowledge in which they were trained. (...) In cyber warfare, stripping our troops of weaponry when they leave our service may be a difficult prospect. We can certainly attempt to remove their direct access to the systems that would facilitate such attacks, but we will have likely also trained them specifically to subvert such attempts at access control. Even in the case of being able to successfully remove access to such resources, the tools with which cyber warfare is carried out are not (presently anyway) unusual by any means. More often than not, such tools are free, open source, and easily available to the public. Additionally, if we have done a proper job in our training, we should be producing people sufficiently skilled as to be little inconvenienced by the removal of a few specific tools.” (Andress, Winterfeld and Rogers, 2011)

The recent case of Edward Snowden is an example. In 2013, Edward Snowden, a former NSA contractor, leaked classified intelligence documents causing damage to US and UK. “Of the hundreds of documents Snowden leaked, none was more damaging than the classified document the CIA calls the “Black Budget.” It’s like a playbook, says [Former CIA Deputy Director Michael] Morell, revealing where the U.S. spends its money on its intelligence efforts. It would give adversaries an advantage. “They could focus their counterintelligence efforts on those places where we’re being successful. And not have to worry as much about those places where we’re not being successful,” says Morell.” (Snowden damage the worst, 2013)
7. Conclusion

The key to success in building an effective cyber force lies in attracting the candidates that have requisite skills and talents, and then recruiting, training and retaining them. There is a relatively negative perception of military among the technical community, and it makes recruiting much harder in a fierce competition for bright talents. Potential cyber warriors are expected to be intelligent, creative, innovative, and to have the ability to think outside the box. These attributes need to be taken into consideration in managing the cyber workforce.

In recruitment, militaries initially opted for converting the communications, signal and other relevant branches to cyber specialty. At the same time, they seek to fill the cyber job positions with the talents outside the military, sometimes even with convicted hackers, people lacking security clearances, criminal organizations and hacktivists.

Training the cyber warfare plays a key role in manpower management, since the cyber warrior has a desire for learning in order to stay abreast of emerging technologies. There are many venues for training: cyber security organization and academia cooperation, training with industry programs, attending courses offered by private training companies, tuition assistance programs, courses taught at military academies, educational exercises, and free online course materials of universities.

Retention of cyber warriors has three pillars: a viable career path, an appropriate cyber culture and management style. In line with these pillars, a reward system is necessary to retain cyber warriors.

On the other hand, planning and managing the cyber workforce has various drawbacks. Due to the differences between cyber and traditional forces, age does not play a dominant role for recruiting. However, the age discrepancy may create some backlash between the younger personnel and seniors. Moreover, conflict may occur among cyber personnel and traditional forces due to different set of traits expected from them. Finally there’s a significant risk of investing heavily in someone who may be an opponent in the future.

Consequently, cyber domain is highly volatile, has many variables and actors as well as asymmetrical impacts. Keeping pace with cyber domain’s nature warrants a new approach to manpower planning and management, since human dimension plays an important role in cyber warfare. Policy makers need to design flexible recruitment methods, ease clearance process when necessary, and establish a viable career path with effective incentives, an appropriate cyber culture and a proper management style.
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Abstract: Using cyberspace to conduct business and personal duties has become ubiquitous to an interconnected society. The use of information technology has provided humanity with a platform to evolve and contribute to the advancement of society. However duality also exists within the realm of cyberspace as shown by the expanding threats originating from cyber criminals who uses the information superhighway for nefarious purposes. Companies usually invest large amounts of money in the implementation of hardware and software controls to deter and prevent attacks on assets within these establishments. For example firewalls and anti-virus software are updated as threats evolve. In spite of these controls the weakest link in this security chain is still the human element whose actions can be considered as erratic and unpredictable thus posing a threat to the security of the organization. Security awareness programs aim to equip users of cyberspace with the necessary knowledge to identify and mitigate threats emanating from these platforms, including the Internet. Numerous security awareness frameworks exist which prescribes the required steps to design and implement an efficient and effective security awareness program. An understanding of the different steps is required to develop and customize such a program for a specific environment. Furthermore different methods which include training, newsletters and websites are used to deliver the security awareness content to the participants. The nature of these methods could be ineffective and be considered mundane and strenuous to the participants who do not always have the technical background in information technology, which, in turn could threaten the success of the implemented program. Therefore a proficient solution should be considered to attract and captivate a diverse group of employees when doing security awareness training. Moreover the effectiveness of these programs should be measured with the application of metrics defined within security awareness programs. This paper discusses the implementation and findings of a security awareness program. The aim of the security awareness program was to determine the effectiveness of using online gaming as an information security knowledge delivery method to enhance the efficacy of the participant’s awareness to identify and mitigate threats encountered within cyberspace. Subsequently the paper proposes improvements to the design of the security awareness program used during the study.
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1. Introduction

The Internet has penetrated all aspects of daily living within society. The speed in which technology has become part of normal day to day activities created a sense of panic as users attempt to understand on how to use these new technologies. The issue of using these technologies not the only concern as cyber criminals have turned to these to prey on unsuspecting users. The arsenal available to criminals is vast and very effective against users who unknowingly would engage in actions to their own detriment as they are not aware of the threats and how to mitigate these (Kim et al. 2011). An example is the use of social networking sites. Facebook has been widely adopted and used by users to keep in contact with friends. But the Facebook platform has also been used by criminals with great success as shown by the Koobface malware which infected 400,000 and 800,000 computers in 2010 (Villeneuve, Delbert & Rohozinski 2010). In another example Labuschagne demonstrated how social media sites could also be used to profile users based on comments and posts (Labuschagne, Eloff & Veerasamy 2012). In addition users have to learn about implementing security features on a computer to protect them from network threats, for example, using a firewall. Users without the technical skills, struggle to adopt these security tools for several reasons including the user’s technology adoption intention (Kumar, Mohan & Holowczak 2008). The use of a security awareness program equips computer users with knowledge to mitigate the threats that could be encountered on these platforms.

Many institutions have realized the impact of this and have started implementing awareness programs. Broadband Internet within schools in Taiwan achieved a 100% penetration in 2009. As a proactive measure by the Taiwan Ministry of Education, a security awareness program was launched to equip teachers with the necessary knowledge, whom in turn would transfer this knowledge to the scholars (Chou & Peng 2011). Computer security is defined as securing the platform from external threats and having peace of mind that the
computer system is secured (Landwehr 2001). Security awareness would entail equipping users with knowledge to identify and mitigate external threats. In another way, it is defined as being exposed to knowledge about information security related content. This newly acquired knowledge would then in turn change future behaviour. Many companies implement security awareness programs to prepare their employees for the threats originating from the digital cyber world. Several frameworks exist which provide guidance in designing, developing and deploying security awareness programs. The European Union Agency for Network and Information Security (ENISA), the SANS Security Awareness Roadmap and the National Institute of Standards and Technology (NIST) framework were some of the existing frameworks that were analyzed to determine a solution for the security awareness program used in this study.

This paper discusses the implementation of a security awareness program to determine the effectiveness of online gaming as part of such a program. The first section of the paper provides a background on the different perspectives of security awareness programs; this is followed by a discussion of the security awareness program implemented at the University of Venda in South Africa. The analysis and findings are described next and the paper concludes with recommendations to Information Security Managers who plan to deploy a security awareness program.

2. Security awareness perspectives

Security awareness programs can be designed and developed using existing frameworks. However many programs exist and the best suited framework should be selected to achieve the goals of increased security in the given domain. The ENISA framework is comprehensive and follows sequential phases which include individual steps to achieve the goal; however each phase must be completed first before continuing with the next phase. The first phase of the ENISA consists of 14 steps which includes numerous of meetings to determine the needs and identifying the goals to address the needs, selecting and recruiting a team and obtaining a budget. The second phase consists of 5 steps to execute and manage the awareness program. The last phase consists of 7 steps to evaluate and adjust the awareness program. Many of these steps require input and approval from stakeholder which potentially could increase the time to deliver the awareness program (ENISA 2010).

The SANS Security Awareness Roadmap provides an easy to interpret flow of objectives to be taken in order to implement an awareness program. This roadmap starts at no awareness program, then commences by developing an awareness program that is compliance and security metrics focussed but also promotes awareness and change resulting in long term sustainment. It provides a guide to what each objective entails and what the deliverable of each objective is. However the guide does not prescribe actions, hence additional research might be required by a novice who wants to implement a security awareness program (SANS 2010).

The NIST Awareness Framework provides enough detail to a novice to implement a security awareness program and also has been used in other studies related to security awareness programs. The NIST framework consists of four phases (Wilson & Hash 2003). The first phase entailed designing the awareness program by conducting a needs analysis. The participants of the study were students from the University of Venda. They used this security awareness program to enhance their skills as part of a community program to train people within rural areas on end user security. Another need was to determine what the current security awareness levels of the students were whom attended the awareness program. The second phase required the development of the program which included the material used during the execution of the program. The content had to address topics specific to threats end users might encounter within the cyberspace domain. The security awareness program was implemented in the third phase. This entailed identify methods to effectively deliver the material to the participants of the awareness program. The framework implementation concludes with evaluation and feedback after the program was competed.

Several studies have shown the effectiveness of security awareness programs. Eminagaoglu, Ucar and Eren (2009) implemented as security awareness program which focused on password usage of 2900 employees at a Turkish company. Three password audits were conducted over a period of a year to measure the effectiveness of the program. The results indicated a significant decrease in the use of weak passwords. Dodge, Carver and Ferguson (2007) conducted a security awareness study on phishing attacks in the United States of America. They determined that the awareness levels increased over a two year period. They developed a system that delivered phishing attacks to students and measured how many fell prey to the attack. The results showed a
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decrease in successful attacks as the users become more aware of the threat. Another security awareness program was implemented at an international gold mining company which had offices in 11 countries that focussed on policies, passwords, email and Internet use, mobile devises and incident reporting (Kruger & Kearney 2006). The effectiveness of the study was measured by using multiple-choice questions provided to the participants, resulting as an indicator of awareness levels. The study also recommended that security awareness tools should consist of a broad set of questions covering the topics, using a practical system and it should be automated. These recommendations were considered during the design and development of the online game used within this study. A study conducted on the ever changing information security domain highlights the importance of the continual delivery of security awareness programs as a mechanism to equip computer users with knowledge to deal with cyber threats (Dlamini, Eloff & Eloff 2009). In other words, security awareness programs should not be a once off event as threats evolve with the rapid change in technology. This is supported by Rezgui and Marks who explored factors that effects security awareness (Rezgui & Marks 2008). They found that working environments does play a role and that iterated training should be regular to be effective.

Security awareness content is delivered using various methods including, but not limited to, posters, classroom-style training, websites and newsletters. Subsequently the effectiveness of security awareness programs also needs to be measured as this mechanism could improve future security awareness programs. A study conducted by Khan (2011) on the effectiveness of the different security awareness methods listed, group discussions and educational presentations are the most effective. Other methods, such as email messaging, newsletters, video games, computer-based training (CBT) and posters were not as effective when looking at knowledge gained, attitude to change, subjective norms, change in behaviour and a component of intention. However, video games have been used in security training as they draw the attention of the users and allow the users to implement knowledge acquired within a given scenario (Cone et al. 2007).

Most end users access services on the Internet using a web browser. The majority of users either access their email, social networking site accounts or visiting web sites. Subsequently types of attacks were associated with each vector also known as a vulnerability. The content of the security awareness program were designed to address each of the potential threats. The identification of the topics resulted from the development an attack tree by the authors to determine the different vectors that could be used with malicious intent against unsuspecting end users. The graphical representations of the different attack vectors are depicted in Figure 1.

Figure 1: End user attack tree
The security awareness program discussed in this paper covered the following topics which subsumes the potential threats identified by the attack tree: Web Browsers, Passwords, Social Networking Sites, Cyber Bullying, Malware and Phishing.

The threats listed by the authors align with the threat landscape described by Veerasamy and Taute (2009) who conducted research in identifying what attack strategies and techniques were used against national, commercial, governmental and individual entities. The next section describes the implementation of the security awareness program.

3. Method

The participants were from 3rd year Computer Science class at the University of Venda, Thohoyandou, South Africa, but also formed part of rural development plan to educate people from the area about the different security threats encountered within the digital realm. A class of 40 participants attended the security awareness program. All participants were in the same venue for the day session. The security awareness program was initiated with the first survey (Pre Assessment) which also resulted in determining the awareness level baseline of the participants. This was followed by a training session which covered security topics identified during the analysis. The training sessions did not exceed 15 minutes per topic as it was a precautionary measure against mental fatigue (Wilson & Korn 2007). A second survey (Post Assessment 1) followed the completion of the training session. The objective of the second survey was to determine if the training session had an impact on the overall security awareness levels of the group. The program continued with the participants playing a social networking game online. The game was designed and developed with gamification concepts in an attempt to improve the retention of the content from the topics discussed during the training session. Some of the design concepts included but was not limited to a leaderboard indicating who has attained the most points, a progressbar to provide a graphical feedback on how far the user was in completing the game and a timeline to provide all users with a view of other events that occurred within the game. A prize was handed over to the winner of the online game and the security awareness program was concluded with the final survey (Post Assessment 2). The objective of the last assessment was to identify if the online game had an effect on the awareness levels of the participants.

Data was collected during the completing of the surveys as well as playing the online game. The surveys were accessed online by the participants and consisted of seven sections with five questions per section which totalled to 35 questions per survey. Each survey was designed to address the same objective across the different surveys for example, to determine if the participant understood the concept of weak passwords. Access to the surveys where controlled with a unique token number and was individually issued to each participant.

The online game was hosted within Facebook and the objective required from the users was to acquire points by answering security awareness related questions which correlated with the topics used during the awareness program. Random events occurred within the game which could deduct points from the user’s accumulated points. An example of such events was a virus infection or hard drive failure. Users could prevent loosing points by obtaining an item which, once in possession, would counteract the event, for example, the virus infection would be negated if the user has an anti-virus item. Users could buy items by using points accumulated hence losing some points in order to prevent a substantial loss of points when an event occur.

4. Findings

All the survey data was analyzed for each session and the results are depicted in Figure 2. Each item in the survey had a correct answer. Each participant’s survey results were programmatically calculated to determine what topics each participant understood and what individual topics needs to be revised. This was seen as the awareness level of the individual. The group’s awareness level was determined by averaging all the results of the group for each survey.

The first assessment which is used as the baseline shows the groups awareness levels at about 21 correct answers out of a possible 35. The participants then attended the training session which after the second assessment resulted in about the same number of correct answers as before the training session. Next the group participated in playing the online game that focused on the security awareness topics. The results of the third assessment after playing the game, show a considerable decline in correct answers. It was expected that
the number of correct answers should have increased which would support the notion that playing the online game should increase the retention of the knowledge on the security awareness topics. Astoundingly the opposite happened and the awareness levels of the group decreased.

![Figure 2: Session averages](image)

Next the online game data was analysed to determine if the results of the assessments are accurate in showing the negative effect of the online game on the group awareness levels. **Figure 3** shows the number of responses received during the playing of the game. Noticeable is the increase in responses as the deadline approached for the game play, which is mainly attributed by the prize which was handed to the participant with the most points.

![Figure 3: Average response time](image)

The responses were classified to indicate how many were correct and incorrect (as depicted in **Figure 4**). Surprisingly the number of correct answers increased as the number of responses increased. This finding shows the participants knowledge on the awareness topics increased with time. Hence if the participants did not learn during the game play then the number of correct answers should have decreased and the number of incorrect answers should have increased. This could be due to the spacing effect as the recall of knowledge will decrease as time elapses. But the more the participants are exposed to the topic the longer they tend to remember it (De la Rouviere 2012).
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Figure 4: Response classification

One of the metrics captured by the online game was the time it took for participants to read the question and then answer with the response. As the participants were in the same venue, the network latency affected all in the group the same way, therefore the response time calculations are consistent. An interesting observation shows that correct answers took a shorter time to answer than incorrect answers, even when more responses were submitted by the participants (See Figure 5). This also supports the notion that knowledge increased while playing the online game. Participants who did not know the answer had to consider the different options thus increasing the time to answer the questions. Participants who had the knowledge, instinctively answered the questions quicker, hence a faster response time.

Figure 5: Average response time

Next the different topics answered in the online game were compared against the results from the second assessment (Post Assessment 1) and the last assessment (Post Assessment 2). The findings are depicted in
Figure 6. The online game results show that all the topics except for Phishing and SPAM/Scam outperformed the individual topic results in the other assessments (Post Assessment 1 and 2). Also, if the online game had a positive effect on the awareness levels then the results of the last assessment (Post Assessment 2) should have improved against the results of the second assessment (Post Assessment 1). This was the finding except for Phishing, SPAM/Scam and malware however this is inconclusive in proving the positive effects of online gaming within this study however as discussed earlier the online game did indicate an increase in knowledge.

Alternatively the effect of the extrinsic motivation should be considered. The participants were competing for a prize as an incentive to partake in the study which was given after the completion of the online game. This would imply that the motivation for the students to partake in the study declined once the prize was handed over to the winner of the online game hence negatively affecting the results of the last assessment. This finding is aligned with results by Deci who examined the effect of extrinsic rewards on intrinsic motivation (Deci 1971). Subsequently the effects of the online game cannot be inferred due to the skewed results recorded during the last assessment.

Figure 6: Comparing online game with assessments

5. Conclusion

Technology has become part of everyday living and society has embraced it as these digital platforms, which include mobile devices and the Internet, improves living conditions. For example many errands can be completed by merely logging into an Internet connected devise and accessing services for example paying bills without leaving the comfort of their home. The duality of technology has become apparent as cyber criminals have seized the opportunity to use these platforms for nefarious purposes. Many users do not have the knowledge to identify these threats and mitigate it before harm is done. Security awareness programs are aimed at users who frequently use these digital platforms and to equip them with the appropriate knowledge to mitigate threats encountered within the cyberspace domain. Due to the nature of the computer domain, many users are not interested in the technical aspects as it is deemed complex and not interesting enough to engage the attention of the end user who is not technically inclined. This is detrimental to security awareness programs. These programs are delivered using various methods which include posters, training, presentations and websites. Games have been widely used to teach users about various topics as it is deemed fun. The use of games also provides a good indication if the user can implement new acquired knowledge within an environment. The effectiveness of games within security awareness programs was pursued in this study. The participant’s security awareness levels were measured by using questionnaires that focussed on the different topics identified for the awareness program. The desired outcome of having an increase in the group awareness levels after the completion of the game play was not achieved. An investigation revealed that extrinsic rewards could have affected the intrinsic motivation which subsequently caused the participants to
lose interest after game session. This subsequently meant the last questionnaire results which were critical in the study were affected. Thus it is the opinion of the authors that the final assessment (questionnaire) skews the results and cannot conclusively demonstrate that the gaming session can improve the security awareness levels of the participants. The study should be conducted again in future and only hand over the reward after the completion of the full program. However, analysis of the gaming session provided numerous findings that indicate learning has occurred. Participants substantially increased the number of responses as the session concluded, noticeably the correct responses increased as well. If the participants did not learn during the gaming session, then the incorrect responses would have increased. Another finding was the time for correct responses was shorter and consistent than incorrect responses which took longer. These findings provide feedback on improving future security awareness programs.
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Abstract: The purpose of this paper is to critically review the literature on cyberconflict and identify conceptual and empirical gaps that can help guide future research in this specific field of security. The argument of this paper is that cyberconflict is a phenomenon with both technological and socio-political aspects. Therefore cyberconflict encompasses both cyber-attacks in the critical information infrastructure, but also the use of social media networks in mobilizing for collective action during conflicts. Based on this thesis we identify two paradigms in the relevant literature: the (r)evolutionary paradigm that questions the degree in which cyberspace has transformed the nature of war and the social wave paradigm that reviews the impact of social media tools in socio-political conflicts. The criterion for categorizing the various approaches in the literature into these two paradigms, is the way cyberspace, power and conflict interrelate with each other. This categorization is useful not only in identifying the differences between each paradigm, but rather in highlighting the conceptual and empirical shortcomings in the present literature.
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1. Introduction

Cyber security is without a doubt one of the major security challenges of our time. Cyberconflicts have attracted the attention of scholars from various disciplines. Technical and operational issues regarding the conduct of cyber-attacks, legal aspects concerning the need of international law to regulate cyberconflicts, ethical questions relating to the just way of conducting cyber-operations, the use of social media networks to accelerate policy changes, as well as concerns about the quest for power and security in the cyber domain, are constantly being debated. As a result, over the past two decades, there is a growing body of literature that offers intellectual depth and covers adequately several features of cyberconflict. Nevertheless, there are conceptual and theoretical shortcomings in the present literature.

The purpose of this paper is twofold. On the one hand, to frame the debate on cyberconflicts, by categorizing the main approaches into working paradigms, and on the other hand, to identify challenges for future research in the field. Therefore, the first part of the paper will define the concept of cyberconflict and present the two paradigms, labelled for the purposes of our analysis as the (r)evolutionary paradigm, and the social wave paradigm. The principal value in such an effort is to organize the various arguments and to sort out the areas of agreement and disagreement. The term paradigm is used here to describe a theoretical framework, a set of hypotheses that will serve as an organizing principle for our analysis. After critically reviewing the literature through the prism of the two paradigms, the second part of the paper will define theory gaps and address topics that deserve closer attention, like the ambiguous nature of cyberspace and the concept of cyber power.

2. Cyberconflicts and theoretical paradigms

Over the past two decades, there has been a breathtaking evolution of cyberspace that has impacted upon almost every aspect of our lives. Due to the continuing development of Information and Communication Technologies (ICTs) and the decentralized architecture of Internet, cyberspace has experienced a rapid expansion from a small network designed primarily to serve the scientific community, to a global network, that manages billions of users (Karatzogianni 2006, Cavelti et.al 2007, Costigan & Perry 2012, Choucri 2012). Cyberspace obscures the identity and location of its users and increases the speed, volume and range of communications. Cyberspace has undoubtedly changed the ways that individuals interact with each other, how companies deliver services, how people are governed and even the way societies perceive security, power, sovereignty and international order (Kramer et.al 2009, Betz & Stevens 2011, Liaropoulos 2011, Liaropoulos 2013). The cyber realm offers new opportunities for cooperation, competition and conflict.
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Regarding the latter, state and non-state actors choose cyberspace as a new battlefield, where socio-political, economic and military conflicts are increasingly being carried out. Although scholars vary on the way they approach and define cyberspace, they all agree that cyberspace consists of three layers. The first one is the physical layer that consists of electrical energy, integrated circuits, communications infrastructure, fiber optics, wires, transmitters and receivers. The second layer is the software, meaning the computer programs that process information. The last and least concrete layer is that of data (Tabansky 2011: 77). This layer, labeled by Martin Libicki as semantic contains the data - information that is meaningful to human beings. It is in this layer that a different version of reality can be presented (Libicki 2007: 9). The semantic layer can be understood as the cognitive function of cyberspace, where information can shape perceptions and social behavior (Langø 2013: 10). Cyberconflict has to be approached in all three layers.

Attacks in cyberspace come in many different forms, and their destructive potential is limited only by the creativity and skill of the attackers behind them. The digital battle-space is comprised of many components. These would include the following: web servers, information systems, communication links, network equipment, and the computers in businesses and homes (Liaropoulos 2011: 37). The terrain also encompasses information systems like the electrical grids, telecommunication systems, but also social media platforms that play a role in organizing civil unrest or serve as a propaganda tool. Anyone attempting to untangle the complexities of any socio-political conflict cannot afford to ignore the importance of social media intelligence (Rovnerer 2013, Liaropoulos 2013a).

Cyberspace, in common with the physical domains of land, sea and air, has proven to be no stranger to conflict and great power antagonism. There is no doubt that critical national infrastructures that depend upon computer networks have become increasingly vulnerable to cyber-attacks. The global economy is becoming ever more susceptible to cyber-crime and espionage. Yet, criminal networks, terrorist groups and hackers, are only part of the picture. As cases such as the cyber-attacks on Estonia in 2007 and Georgia in 2008 - not to mention the advent of Ghostnet and Stuxnet - demonstrate, armed forces are also capable of launching hard-to-detect cyber-attacks across national borders (Liaropoulos 2014). Another aspect of cyberconflict involves the role of social media in mobilizing for collective action and political protest. Social revolutions that took place in many countries over the past years, demonstrate that bloggers, web activists and average citizens, acting as online citizen-journalists, broadcasted amateur videos, audio interviews, tweets and emails, producing a near real-time flow of information that reached millions of users around the world. The so-called Twitter and Facebook Revolutions vividly illustrate the utility of these tools regarding the organization, mobilization and recruitment through cyberspace (Hussain & Howard 2013, Liaropoulos 2013a).

Therefore, for the purpose of the present analysis we adopt a rather holistic approach regarding the concept of cyberconflict. In particular, we believe that the term cyberconflict should involve not only the attacks on the critical information infrastructure of a society, but also the way social media networks are utilized in socio-political conflicts. The reason is that such an approach offers a synthesis of both the technological and the socio-political aspects of cyberspace as a medium for conflict (Karatzogianni 2006, Karatzogianni ed. 2009). It is hard to imagine nowadays a socio-political confrontation that does not involve some element of cyber-activity. Cyberconflict involves all actions that take place in cyberspace or are materialized through cyberspace, in both wartime and peacetime, and encompasses cyber activities such as sabotage, espionage and psychological operations.

The relevant literature has tried from the early days to investigate whether the cyber domain is radically transforming the concept of security and the nature of conflict. Opinions differ, since scholars approach the topic from various angles and shed light on several aspects that relate to cyber security. The aim here is to categorize the most influential approaches into two working groups that sufficiently address the debate about the nature and the future of conflicts in cyberspace. The appropriate way to use these paradigms is to treat them as arguments. They are not valid as prescriptions; rather, they describe categories of thinking. Therefore, they instruct the scholar in what to think about, but not what to conclude. The categorization of the literature into these groups is based on the way they approach the interrelation between cyberspace, power and the nature of conflict.
2.1 The (r)evolutionary paradigm

Scholars in the (r)evolutionary paradigm discuss the relationship between cyberspace and security and explore whether ICTs are truly transforming the nature of war. Based on how they approach these issues they can be characterized as revolutionists or evolutionists.

The revolutionary paradigm views cyberspace as a new domain, where the nature of conflict and security are, or will soon be, radically transformed. Scholars that belong in this paradigm place great emphasis on the ICTs and their impact on military doctrines, organizational principles and on the war-fighting model in general. Their thesis is that technology has radically shaped warfare in the past and ICTs will trigger a revolution in the way modern societies conduct war. Throughout history, technology has been a catalyst that has brought about a series of radical transitions from the Blitzkrieg doctrine to Network Centric Warfare and from the artillery revolution to the stealth revolution (Langø 2013a: 9-15). At the forefront of this paradigm are scholars that have written extensively on the Revolution in Military Affairs theory and the concepts of Information Warfare in the 1990s (Libicki 1995). Proponents of this paradigm refer to a digital battle-space, which is not dominated by mass troops and conventional armour, but cyber-bytes and cyber-warriors (Bunker 1996, Arquilla & Ronfeldt 1997, Rattray 2001). Cyberspace is a new domain of conflict in which both states and non-state actors can launch cyber-attacks. Cyberconflict can be contained within cyberspace or can also take place in the physical realm, causing economic and physical damage. Cyberspace is structured as an open network that allows for anonymity as well as deniability and thereby makes it difficult to attribute cyber-attacks. Part of the scholarship that belongs in the revolutionary paradigm stresses the destructive potential of cyber-attacks against the critical infrastructure (electrical power, pipelines, airlines, banking, etc.) and draws the parallel with Pearl Harbor and 9/11 (Schwatz 2007, Clark & Levin 2009).

Policymakers seem to accredit such views (Langø 2013a: 16). The U.S Secretary of State John F. Kerry described cyber-attacks as ‘the 21st century nuclear equivalent’ (Kerry 2013) and former U.S Deputy Secretary of Defense William J. Lynn III stressed the extensive vulnerabilities in cyberspace and the lack of credible deterrence (Lynn 2010). Richard Clarke, the former U.S National Coordinator for Security, Infrastructure Protection and Counterterrorism, pointed out the possibility of an electronic Pearl Harbor. According to Clarke, cyber-attacks targeted at hijacking critical infrastructure are particularly alarming (Clarke & Knake 2010).

Two classical examples that revolutionists use to support their arguments about the way in which cyberspace has transformed warfare, are the cyber-attacks that took place in Estonia in 2007 and the Stuxnet worm. The cyber-attacks in Estonia were the first that were possibly directed as a coercive instrument in a political conflict between Russia and Estonia. In April 2007, the Estonian government’s decision to move a Soviet-era war memorial, the Bronze Soldier, triggered a conflict, in the form of a three-week wave of distributed denial-of-service (DDOS) attacks that crippled the country’s information technology infrastructure. The cyber-attacks temporarily disrupted the Estonian communications networks, by targeting the government, newspapers, mobile phones, emergency response systems and banks. The target included the Estonian presidency, its parliament and many government ministries (Blank 2008: 227-247). The Estonian case also vividly highlighted the issue of attribution (Tsarougias 2012). Although the cyber-attacks cannot be attributed to a specific actor, it is widely believed in Estonia that Moscow was behind these attacks.

Stuxnet is malicious software that was designed specifically to strike the Iranian nuclear facility at Natanz. It was designed to sabotage gas centrifuges - the machines that can enrich uranium for use in both nuclear reactors and nuclear bombs. It spread via Microsoft Windows and targeted Siemens industrial software. The value of the Stuxnet lays not so much on its technical characteristics, but on the political and strategic context, within which it operated. Stuxnet offered a better and risk-averse alternative to a conventional attack (Farwell & Rohozinski 2011: 23-40).

This brief overview demonstrates that the revolutionary paradigm is popular not only in the academic circles, but also among policy-makers. After all, the trend in drafting, implementing and evaluating international and national cyber security strategies is only growing. Identifying vulnerabilities and achieving a higher level of protection against rapidly evolving cyber threats is of course welcome. The revolutionary paradigm is quite influential and has to a certain extent defined the debate about the interrelation between ICTs, cyberspace and the nature of war. Nevertheless, the revolutionary paradigm has received some harsh criticism over the last years.
According to some authors, a significant shortcoming in the revolutionary paradigm is that there is no common understanding of the terminology that is used. Scholars, but also policymakers, use the term cyberwar as a catch-all phrase that includes a variety of activities, ranging from attacks on critical infrastructure and espionage to sabotage and propaganda. The effects of such operations vary, depending on whether they are violent or not, whether they attack civilian or military targets and whether they spill over into the physical realm or not. Adding to that, a second limitation is that much of what is analysed in the revolutionary paradigm is largely speculative. The cyberconflicts in Estonia and Georgia or even Stuxnet do not offer efficient empirical evidence to value the true scale of transformation. In contrast to conventional wisdom, the analysis of the Stuxnet case reveals that the worm was not that effective in causing a major setback to Iran’s uranium-enrichment programme and on the contrary, may have been of net benefit to Tehran (Barzashka 2013). In large, there is a disagreement over the nature and the severity of the threats in cyberspace.

Based on these criticisms, we can identify another set of arguments in the relevant literature that is labelled as the evolutionary paradigm. Scholars in this paradigm, are quite sceptic about the true effect of the ICTs on the nature of war and security. Proponents of the evolutionary paradigm argue that technological developments in general (and ICTs in particular) are important in defining warfare, but as always they consist only one part of a complex equation that defines strategy and warfare (Knox & Murray 2001, Gray 2001, Williams 2001). The evolutionists adopt a holistic understanding of war that places the technological advantages within a broader strategic context and criticize the hype over cyberwar (Cavelty 2007, Lawson 2011). Very often, policy-makers, produce policy recommendations based on doomsday scenarios and misplaced rhetoric (Brito & Watkins 2011).

Supporters of this Clausewitzian approach argue that the uncritical emphasis on a single dimension (ICTs) is bound to lead to strategic failure (Lonsdale 2004). Their scepticism derives from recent and past experience. In the past, air power or blitzkrieg, produced a short-lived transformation in the way military operations were conducted, but in the long run, they were just evolutionary moments in the history of war. Likewise cyberwar or network centric operations should not be seen as silver bullets, but rather as one more case in the long list of evolutionary steps in the transforming character and not nature of war (Gray 2013). Echoing Martin Van Creveld, the underlying logic of technology is linear, whereas the underlying logic of war is paradoxical (Van Creveld 1991: 319). Since technology and war operate on a different logic, it is counterproductive to perceive cyberwar as simply an extension of ICTs. Based on Clausewitz’s definition of war as violent, instrumental and attributable to one side as an action taken for a political goal, evolutionists scholars, question whether - worms, denial of services (DOS) and trojan horses that are non-violent and non-attributable - constitute real war (Rid 2012, Gartzke 2013).

To sum up, for evolutionists the idea of war still stands for violence, destruction and suffering. Classifying disruptions of websites or economic espionage as war is misleading and only adding to the conceptual confusion about the true nature of threats in cyberspace. According to Thomas Rid, sabotage, espionage and subversion are more suitable terms to describe the present typology of cyber-attacks (Rid 2012). Cyber-attacks represent an evolutionary change in the way war is conducted and add one more tool in the toolkit of warfare.

The (r)evolutionary paradigm is useful in highlighting the connection between ICTs, war and security in cyberspace. The revolutionary scholars have enriched the discussion about the impact of ICTs and their work has influenced policy-makers and the current thinking on cyber security. Evolutionist scholars on the other hand have been sceptical about the true impact of ICTs and have raised legitimate questions about the concept of cyberwar. The evolutionists also correctly point out that war is a continuation of politics, a form of political violence, where cyberspace and cyber-attacks are the means and techniques of conducting war (Langø 2013: 29). Cyberwar as any other type of war needs a political context to occur and cyber-attacks are just a means to a political end. Therefore it is important to give cyberwar a political context. To achieve this, it is worth taking a different and broader approach to cyberwar, one that places emphasis on the socio-political aspects of cyber conflicts.

2.2 The social wave paradigm

The second paradigm places emphasis on the socio-political aspects of warfare and perceives cyberconflict as the outcome of a great social wave change. The origins of this paradigm can be traced back in the early 1990s, when Alvin and Heidi Toffler argued about the relationship between the three waves of civilization (the
agrarian, the industrial and the information wave) and warfare, and the shift from one wave to the other. According to them, the way a society makes war reflects the way it makes wealth. Starting with the very invention of agriculture, every revolution in the system for creating wealth triggered a corresponding revolution in the system for making war. The present economy is based on knowledge and this remarkable change is bringing with it a parallel change in warfare (Toffler 1980, Toffler & Toffler 1993). Proponents of this paradigm argue that microelectronics, data processing and communications technologies are creating a third wave society, where information technology replaces mass manufacturing as the main source of wealth growth, and thereby reshapes the terms and conditions of conflict.

John Arquilla and David Ronfeldt identify the importance of networks in cyberspace and discuss a new type of societal warfare - netwar. Netwar refers to an emerging type of conflict at societal levels involving measures short of war, in which the protagonists use network forms of organisations, doctrine, strategy and communication (Arquilla & Ronfeldt 1996). In networks, actors generally consist of dispersed, often small groups who communicate, coordinate and act in a networked manner, without precise central leadership or headquarters. In contrast to traditional modes of conflict, decision-making may be deliberately decentralized and dispersed (Arquilla & Ronfeldt 2001).

Over the last years we have witnessed a rapid growth of social media platforms. People communicate, interact and socialize through social networks like Facebook, Twitter, Google+, Skype, Flickr, WordPress, YouTube and LinkedIn. Social media platforms have created a public sphere that provides information about every aspect of human life and enables the spread of ideas. Recent events in a number of countries like Iran, Tunisia and Egypt, have demonstrated the role that social media can play in mobilizing for collective action and political protest. Bloggers, web activists and average citizens, acting as online citizen-journalists, broadcasted amateur videos, audio interviews, tweets and emails, producing a near real-time flow of information that reached millions of users around the world (Liaropoulos 2013a).

The social wave paradigm focuses on the semantic layer of cyberspace and explores how the spread of information and thereby ideas, can trigger changes in identity and perceptions that challenge the existing understanding of war and conflict. Social wave scholars’ interest on cyberspace is not on cyber-attacks per se, but rather on how (hostile) actions in cyberspace alter the way information societies perceive and conduct (cyber)war. Ideas do not threaten critical infrastructure assets, but can challenge the socio-political order by shaping the meaning and discourse of security. The social wave scholars focus on the use of social media networks in socio-political conflicts (Morozov 2011). The unique sociopolitical dynamics of the so-called Twitter Revolution and Facebook Revolution that took place in Iran, Tunisia and Egypt demonstrate that the effect of social media should not be taken for granted (Liaropoulos 2013a).

The control that is exercised on the Internet, the percentage and social characteristics of the population that uses social media, the ability of actors to disrupt the flow of information or to hack e-mail accounts and the role of the old media are only some of the myriad factors that have to be taken into consideration in order to value the role of ICTs in cyberconflicts. What are the conditions under which information sharing via social networks is successful in mobilizing the masses and translated into power?

3. Searching for middle ground: present gaps and future challenges

The above review vividly highlights the complexity of approaching the nature of conflict in the cyber domain. Part of the problem is rather conceptual. Defining concepts like war, security, power and conflict has always been puzzling. Adding the ‘cyber’ prefix has made this task even more challenging. Cyberspace is not a static domain, but a dynamic construct that is still rapidly expanding. In sharp contrast to land, sea, air and space, cyberspace is not part of nature; it is human-made and therefore shaped by human behaviour. Even though the cyber-terminology is a topic beyond the scope of this paper, it is self-explanatory that semantics are important. The way key concepts relating to cyberspace are understood, defines expectations and expectations are critical in shaping action. Cyberspace lacks ‘a common language’, meaning a set of concepts and terms that scholars and practitioners agree upon (Lieberthal & Singer 2012: 20). Another shortcoming in approaching cyberconflict is that up to a certain degree hard evidence is lacking. It is difficult to adequately assess the transforming nature of a new form of conflict, when the empirical evidence is lacking. Although cases like the cyber-attacks in Estonia and Georgia offer some insight on the nature of cyberconflicts, the evidence is still controversial and circumstantial.
Using the historical analogy of air power, it appears that in relation to the capabilities of cyber weapons we are in the same position, as air warfare was in the 1930s. Despite the developments in aviation technology and the use of air forces in World War I, there was no large scale deployment of air power before World War II. Therefore, any evaluation of the impact of air power in the 1930s would be ambiguous. Likewise, we are at the same point regarding cyberconflict. We have witnessed cyberspace becoming a domain of competition and confrontation for state and non-state actors, yet we have not experienced the result of a major use of cyber weapons against a society’s critical infrastructure (Krepinevich 2012: ii). A closer look at the two paradigms reveals that both approaches, although from different angles, touch upon the central issue of power; or rather of cyber power. Both paradigms shed light on the understanding of cyberspace as an instrument of power. The discussion about the nature and typology of cyber power will only benefit the understanding of cyberspace. The debate is still in its infancy (Cavelty et.al 2007, Kramer et.al 2009, Betz & Stevens 2011, Klिंburg 2011, Nye 2011, Largo 2013, Singh 2013) and due to the unique nature of cyberspace, has to be enriched from a multidisciplinary and interdisciplinary approach that combines theories from various academic areas (information technology, media and communication, international relations theories, security studies, conflict studies, social movement theories, sociology, etc). Many factors that are associated with cyber power, like the growth of the Internet, the level of participation in social network systems and the global governance of cyberspace are nonlinear. Cyberspace is diffuse and malleable and this will affect the way power is created, used and understood.

Future research on the area of cyber power should adopt a more systematic framework of analysis. How and to what extent does the use of cyberspace produce military, economic, political and social effects? What are the effects of power diffusion in cyberspace? How can actors utilize cyberspace in order to influence or compel other actors in order to achieve political goals; Since cyberspace is a new domain with unique characteristics, is it rational to conceive power in cyberspace in the same way as in the physical world? Anyone attempting to untangle the complex relation between cyberspace and power cannot afford to ignore these questions.

4. Conclusion

For more than two decades, experts from various fields have approached cyberspace and the security challenges that this new domain entails. The literature is vast and with noticeable shortcomings. This paper has attempted to frame the debate on cyberconflicts by identifying and categorizing the most influential works into two working paradigms. The (r)evolutionary paradigm and the social wave paradigm provide us with a broad understanding of the changes that ICTs brought about in the concepts of war, security and conflict. Despite the different approaches and the battle about the cyber-terminology, one cannot ignore the reality. Cyberspace is deeply embedded in our everyday life and is blurring the lines between public and private, national and international. Cyberspace is a distinct domain, with unique characteristics, where terms like war, security and conflict have still to be conceptualised. Whether such concepts that have been developed in the pre cyber era will be reconceptualised, remains to be seen. The review of the literature has demonstrated that the concept of cyber power is critical in addressing the potential impact of ICTs.
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Abstract: The main question to answer is: how to ensure the confidentiality, integrity, and availability of information within a military organization in information warfare environment, in order to minimize the risk of information security? We propose a planning method, guided by some principles of war and taking into account known modes of action of an enemy. The planning method enables the identification of: (i) the main methods of attack that can occur; (ii) the controls’ baseline applied in military organizations; (iii) the security controls applied by attack methods and validation the their effectiveness, according to the specific method of attack. In order to put into practice the designed planning method of information security, the authors followed an interpretive, qualitative, and inductive epistemological orientation, which is used as the main research method for the Analysis of Content, the Focus Group and the Case Study. The proposed method of planning is based on: (i) a model that allows the identification of possible methods of attack to information, carried out using the vectors of Physical, Human and Technological infrastructure attack; (ii) a framework of categories of information security controls (security dimensions: Organizational, Physical and Environmental, Human, and Technological); (iii) a matrix of decision support sustained by the attack vectors of an opponent, and the possible effects of information security controls (Prevent, Detect, Deter, Deflect, Recover or React). The method purposed in this work identifies the best combination of security controls to be applied against a particular method of attack, taking into account the lessons learnt. It is also based on the selection and recovery of the solutions successfully applied to past cases. This allows the military decision-maker to plan, focusing on the modes of action of an opponent, while considering the principles of war adapted to information security (Economy of Force, Maneuver, Unit of Command and Offensive).
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1. Introduction

In organizations in general and in the military in particular, information is one of the most important assets of support to all business processes. Its manipulation depends on three main elements: (i) technology, which allows the storage, the processing, and transmission; (ii) stakeholders, who can access it through the Internet or private networks and; (iii) the business process that use it (Posthumus & Von Solms, 2004). Thus, it’s essential that we seek, continuously, to ensure the fundamental properties of security, such as confidentiality, integrity, and availability (ISO/IEC27001, 2005; Posthumus & Von Solms, 2004; Siponen & Oinas-Kukkonen, 2007).

The effects of some of the methods of attack supported primarily on Information Technology (IT), can be depicted in the cyber attack launched against Estonia in April and May 2007, which led to the shutdown of several State activities (Tikk, 2008) or in the conflict in Georgia in 2008 (Tikk, et al., 2008). Moreover, the demonstrated ability of some countries to conduct Cyber Warfare and Computer Network Operations (Andress & Winterfeld, 2011; Carr, 2012; Krekel, Bakos, & Barnett, 2009; TRADOC-PAMS25-7-8, 2010), completely justified new approach to information security in military organizations.

Computer attacks, such as Malware, the Denial of Service, the Packet Sniffer, the Masquerade, and the Man-in-the-Middle have been identified as main methods of attack focused on computer networks (Kurose & Ross, 2010). The majority of these methods are employed through the Internet (Libicki, 2007; Stolfo, et al., 2008; Tipton & Krause, 2007) and allow exploiting vulnerabilities, resulting from software (Correia & Sousa, 2010; Goertzel, et al., 2007; Pfleeger & Pfleeger, 2007). Other possible methods of attack, which should also be a concern for the military decision-makers are those supported in acts of Social Engineering (Hadhagy, 2011; Hogben, 2007; Mann, 2008), aimed at the manipulation of the human element. Other classic methods are

¹ This study does not reflect the vision or institutional guidelines of the Portuguese Army doctrine.
based in kinetic actions that can lead to the physical destruction of facilities, equipment or critical infrastructure that support the activities of organizations (Erbschloe, 2005).

The increasing importance of Information Security in military organizations is also due to the emergence of concepts, developed especially in the last two decades, were referenced predominantly, in the military, such as Information Superiority (Alberts, Garstka, Hayes, & Signori, 2001) and Information Warfare (Arquilla & Ronfeldt, 1999; M. Libicki, 1995; Waltz, 1998), based mainly, on the idea that information is seen as simultaneously a weapon and a target (Hutchinson, 2003).

Due to the concepts of military doctrine, the use of IT as an offensive weapon, the emergence of cyberspace as a new dimension of the battlefield, and the importance of information in achieving information superiority in an Information Warfare (IW) environment, it is important to develop new approaches to information security and hence new processes for planning in military organizations. This activity looking for new approaches can be seen as a “Defensive Battle” (Chesla, 2004), framed in IW. The context described justifies the relevance of designing new information security planning method, for military organizations, assuming as essential the focus on the possible modes of action of an opponent (i.e. their methods of attack).

The main question to answer is: how to ensure the confidentiality, integrity, and availability of information within a military organization in the context of an information warfare environment, in order to minimize the risk of information security?

This paper, in order to answer the question, is divided into four sections. The first section presents the problem and sets out the main objective of the study. The second gives us, briefly, the applied research plan. The third section points out the main results of the study and finally to conclude, the fourth section will present the findings and the limitations of the study.

2. Research plan

In order to put into practice the designed planning method of information security, we followed an interpretive, qualitative, and inductive epistemological orientation, which is used as the main research method for the Analysis of Content (Bardin, 2011), the Focus Group (Liamputtong, 2011) and the Case Study (Remenyi, 2012).

The Content Analysis takes into account the main international standard of information security management (ISO/IEC27001, 2005), as well as the military security standards that have been applied in the Portuguese Army, the security doctrine of NATO, and the Certified Information System Security Professional (Harris, 2008). The Focus Group consisted of a panel of Portuguese military specialists and civil personnel from different areas of expertise in information security (i.e. computer networks, physical security). A case study was conducted in a military organization with level one as classification; an organization that has vital information for the accomplishment of the mission of the Portuguese Army, which is necessary to ensure the security (Martins, Santos, Rosinha, & Valente, 2013). In addition to the methods of research set, we used, predominantly scientific knowledge related with the academic discipline of Security of Computer Networks, Software Engineering, and Software Security.

The absence of a general theory of information security required the development of a matrix of concepts presented in Table 1.

Table 1: Matrix of concepts

<table>
<thead>
<tr>
<th>Concepts</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information</td>
<td>Existing data in any form and shape, which is assigned a meaning, after having been organized in a useful manner, in order to impart a meaningful message to the recipients of its use (JP3–13, 2006; Laudon &amp; Laudon, 2006).</td>
</tr>
<tr>
<td>Attacker</td>
<td>Individual or group of individuals, internal or external to the organization that with the execution of one or more methods of attack, seek to aim the fundamental properties of information security in to order to accomplish an operational objective (FM100-06, 1996; Howard &amp; Longstaff, 1998; Pfleeger &amp; Pfleeger, 2007).</td>
</tr>
<tr>
<td>Threat</td>
<td>Potential cause of an incident of information security, which can result in damage to the system or organization (ISO/IEC13335-1, 2004).</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Concepts</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attack Method</td>
<td>Action or set of actions, supported in certain tools, which are used to exploit the vulnerabilities of the main components of the IS, with the purpose of, directly or indirectly, achieving the security properties of information and consequently producing operational effects (Howard &amp; Longstaff, 1998).</td>
</tr>
<tr>
<td>Action</td>
<td>Activity that causes an event in a system (i.e. application) and the possible change of its state (Howard &amp; Longstaff, 1998). In terms of information security, actions may cause information security incidents.</td>
</tr>
<tr>
<td>Tool</td>
<td>Means, weapons or resources that are used to exploit the vulnerabilities of critical assets of an organization, i.e. the targets (Howard &amp; Longstaff, 1998).</td>
</tr>
<tr>
<td>Target</td>
<td>Logical entities (i.e. account, information/data); physical entities (i.e. computer, network); human resources of the organization (i.e. decision-makers, experts); means of transmitting information (i.e. the wiring, electromagnetic radiation, sound waves); physical infrastructure (i.e. facilities, data centre, meeting rooms), or rather, all of the critical assets of an organization which achieve directly or indirectly, confidentiality, integrity and availability of information (AAP-6, 2009; Howard &amp; Longstaff, 1998).</td>
</tr>
<tr>
<td>Vulnerabilities</td>
<td>Characteristics of critical assets (targets) of an organization, which consist of weaknesses that can be exploited by an attacker to execute a method of attack (ISO/IEC27001, 2005).</td>
</tr>
<tr>
<td>Information Security Property</td>
<td>Inherent quality of information, which indicates to what extent that property of security, exists in that information (ISO/IEC27001, 2005).</td>
</tr>
<tr>
<td>Operational Effects</td>
<td>Main purposes or objectives of military nature to achieve by an opponent, in order to contribute to information superiority in an IW environment.</td>
</tr>
<tr>
<td>Security Controls</td>
<td>Resources to be used to reduce or remove the vulnerabilities of an organization’s critical assets, that may be done by policies, processes, procedures, best practices or security mechanisms. Can be applied to prevent, detect, deter, deflect, recover or react to one or more methods of attack (Dhillon, 2007; Pfleeger &amp; Pfleeger, 2007).</td>
</tr>
</tbody>
</table>

3. Research outcomes

The proposed method of planning is based on: (i) a model that allows for the identification of possible methods of attack to information, carried out using the vectors of Physical, Human and Technological infrastructure attack (Martins, Santos, Nunes, & Silva, 2012b); (ii) a framework of categories of information security controls (security dimensions: Organizational, Physical and Environmental, Human, and Technological) (Martins, Santos, Nunes, & Silva, 2012a); (iii) a matrix of decision support sustained by the attack vectors of an opponent, and the possible effects of information security controls (Prevent, Detect, Deter, Deflect, Recover or React); (iv) Organizations analysis process (Figure 1).

![Matrix of Concepts](image)

**Figure 1:** Main components of the planning method of information security

The main objective of the planning method is to assist the military decision makers to select the best combination of security controls to be implemented against a practical method of attack to information. The design of information security planning method is built conforms the context model shown in Figure 2.
Faced with a likely method of attack held by the enemy and taking into account the mission of friendly forces, the method of planning proposed allows, through the integration of the model of attack methods and the framework of information security categories, to support the decision of selecting the best set of security controls, to be implemented, without forget the experience of experts.

According to the Portuguese Army military doctrine, planning “is the process by which a commander visualizes an end state, conveys an effective method of reach and communicates his vision, intent and decisions” (PDE5-00, 2007, p. 21).

The military commander must determine / guess the possible actions of the enemy, in order to organize friendly forces, considering permanently the principles of war (PDE2.09.00, 2010; RC130-1, 2005). In planning, the military decision maker identifies the possible hazards to the accomplishment of the mission, assessing their severity and probability of occurrence and communicates through policy, measures to be implemented to minimize them (PDE5-00, 2007). The result of planning is a plan that facilitates action and which is constantly revised.

To execute the design of the planning method, the following four propositions are considered:

- The information security is built on the basis of possible methods of attack of an opponent, carried out in the attack vector: physical, human and technological infrastructure (Martins, et al., 2012b).
- The security controls are integrated into the major categories of information security, according to the dimensions of security: Organizational, Physical and Environmental, Human and Technological (Martins, et al., 2012a).
- The desired effects with the security controls of information implemented are to prevent, detect, deter, deflect, recover or react to an attack method (Dhillon, 2007; Pfleeger & Pfleeger, 2007).
- The planning of information security is based on lessons learned (PDE0.32.00, 2012), or rather aims at selecting, retrieving and adapting ongoing solutions attack methods or information security incidents that have occurred, that resemble the situation.

The design of information security planning method takes into account, given the specificity of the military organization, the most important principles of war applied in the planning and conduct of military operations (Couto, 1988; RC80-5, 1991; RC130-1, 2005). The principles of war are under military laws, which were for centuries, and are still considered in military doctrine, as the key elements in operational planning, being fundamental to the characterization of the specificity of the planning of military operations (Couto, 1988). The adaptation of these principles to the planning of information security method is illustrated in Table 2.
Table 2: Principle of war adapted in information security

<table>
<thead>
<tr>
<th>Principles of War</th>
<th>Goal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Economy of Force</td>
<td>The information security controls implemented must protect the greatest number of attack methods and ensure maximum possible effects (i.e. prevent, recover).</td>
</tr>
<tr>
<td>Maneuver</td>
<td>The controls implemented should ensure protection of the main vector of attack, defense in depth and mutual support between them.</td>
</tr>
<tr>
<td>Unity of Command</td>
<td>The method of planning should ensure integration of all management levels in military organizations, through a common sight in the planning, implementation (includes maintenance, monitoring and audits) and cohesion of controls applied.</td>
</tr>
<tr>
<td>Security</td>
<td>The planning method should allow planning actions to obtain information about an opponent in order to anticipate its modes of action.</td>
</tr>
<tr>
<td>Offensive</td>
<td>The planning method should allow offensive action within the information security, rather than react. Simultaneously should allow anticipating the possible methods of attack an opponent and exploit its vulnerabilities.</td>
</tr>
</tbody>
</table>

The planning method enables supporting and identifying the best combination of security controls to be implemented, to deal with a certain method of attack. As depicted in Figure 3, the instantiation of the possible methods of attack to a specific organization is performed on the basis of a model of attack methods (Martins, et al., 2012b).

**Figure 3**: Scenario and decision support matrix to information security

The planning of the selection of controls to implement will be based on the decision support matrix shown in Figure 4. This has two axes, the dimensions of information security (according to the attack vectors) and the effects of information security controls.

**Figure 4**: Matrix for the decision support system in information security

Moreover, in the identification and selection of information security controls to be applied, a framework of categories of information security controls (Martins, et al., 2012a) and decision support matrix are utilized (Figure 4). Information security controls were found in the major categories, whose efficiency, in comparison
to a particular attack method is validated, based on the lessons learned in the military organization or in other organizations. Thus, the need for collaboration and information sharing between military organizations is justified.

It is important to consider in the identification and selection of these security controls the following criteria for its implementation: (i) control is necessary to ensure the protection of one or more dimensions of information security against possible attack methods used by an opponent. This is because control of information security can be implemented to protect information from one or more methods of attack and possibly with different goals; (ii) control is specific (single) and should be measured qualitatively or quantitatively; (iii) the implementation of control is achievable within a time period acceptable to the organization, and realistic when compared to the criteria defined by the military organization.

The controls that are identified as fundamental for information security, due to the possible occurrence of the most likely and dangerous attack methods to the organization, and should be applied in military organizations according to the specificity of its management which, in most cases, is done according to rules, processes or standards for permanent implementation. This interaction between a decision support system for information security and military organizations (Figure 5) is possible at a later stage, after the application of the selected controls and the collection of information security lessons learned. These will allow validating the effectiveness of information security controls applied across the organization.

To finish drawing the planning method of information security, it is necessary to sustain the implementation of controls on lessons learned. This aim is achieved through the selection and recovery of solutions implemented successfully (i.e., combinations of information security controls) to past cases of attack methods that resemble the situation under study, adapting them to the new methods of attack. Therefore, the process of analyzing the military organization referenced in Figure 5\(^2\) yields the Case Studies that support the planning of information security process and simultaneously, provide feedback to the model of attack methods and framework of categories of information security controls.

---

\(^2\)At T0 (at the beginning of the use of the method), there is already a set of controls applied in military organization, which should form the baseline security organization for the main attack methods that will change over time (T0 + t).

---

**Figure 5: Method of information security planning**
The method of planning information security is implemented in a military organization according to the process illustrated in Table 3, which description matches the requirements of the quality management systems oriented by ISO/IEC 9001 (Martins, et al., 2013).

Table 3: Overview of the information security planning process

<table>
<thead>
<tr>
<th>Goal</th>
<th>Selection of the combinations of security controls of information more efficient, to deal with an enemy attack, and definition of the baseline information security to be implemented in order to avoid in the IW environment the information superiority of the adversary</th>
</tr>
</thead>
</table>
| Main Inputs | Model of attack methods  
Framework of categories of information security controls  
Matrix of decision support system in information security  
Process analysis of a military organization |
| Main Outputs | Baseline security controls for information  
Information security controls by method of attack |
| Process Control | Documental evidence of the operational procedures  
Reports of Case Studies with lessons learned in military organizations where the method is applied  
Reports of planned and unannounced audits |
| Main Documentation | Methods of attack and information security framework (reality)  
Plan information security  
Policy information security  
Technical information security policies  
Operational procedures  
Registration of the evidence of the case and the controls implemented |
| Coordination | Performed by the chain of command of the military organization |
| Necessary Resources | Automated System of Case-Based Reasoning ("database of past cases")  
Experts in the fields of information security  
Automated process of gathering evidence of information security in military organizations (i.e., incidents) |
| Responsible for the Process | Security officer by authority delegation of the Commander in the military organization |

The method of information security planning for military organization in an IW environment:

- Considers the principles of war and military security (“need to know”, “least privilege”, “responsibility, loyalty and trust” and “the defense in depth”).
- Facilitates its operationalisation through the chain of command, by: (i) centralized planning and efforts orientation by attack method; (ii) all organization levels; (iii) security capabilities (dimensions and categories of controls) and skills of employees (security controls).
- Allows an agile management that enables simulate and anticipate attack methods (interconnection with the model of attack models), and facilitate the inclusion of new categories and information security controls.
- Supports the management of information security lessons learned concerning to incidents of information security, taking into consideration that there is no single “recipe” of information security for all military organizations.
- And finally, enables all employees to raise awareness for information security, through a single view, i.e. shared model for all employees.

This planning method respect the principle of Unity of Command by ensuring the integration of management levels of the military organization, which provides a common view of information security to all employees and “cohesion” of measures to be applied. The proposed planning method is also guided by the principles of Security and Offensive; the model of attack methods allows, both friend and foe, planning actions of obtaining information and offensive.

The method of information security planning supported by the propositions already focused and the principles of war, allows answering the following operational issues: (i) How can a method of attack on information from a military organization to contribute to an opponent achieve information superiority? (ii) What are the targets that a particular method of attack can explore and a determined target that can be exploited by attack
methods? (iii) What is the minimum baseline of information security controls to military organizations? (iv) What is the contribution of a particular security check to protect the military organization of a particular attack method or set of methods of attack to information?

4. Conclusions

The method proposed in this work contributes for the identification of the best combination of security controls to be applied against a particular method of attack, is used taking into account, also the lessons learnt. It is based on the selection and recovery solutions successfully applied to past cases. This allows for the military decision-maker to plan, focusing on the modes of action of an opponent, while considering the principles of war adapted to information security (Economy of Force, Maneuver, Unit of Command, Security and Offensive).

The main outcomes of this work can be summarized as follows: (i) a model of attack methods to information; (ii) a framework of categories of information security controls; (iii) a matrix for the decision support system for planning the selection of information security controls to implement within the military organization; (iv) a method of information security planning, for military organizations to perform the management of the lessons learned, enabling continuous improvement.

However, the integration of multiple subject areas and the need for validation of the components of the method, points out some limitation in our study, which are listed below.

The model of attack methods proposed to identify all possible attack methods needs to implement the method of Morphological Analysis General (Ritchey, 2011) of the establishment of the inconsistency matrix, which validates all possible intersections of the conditions of the model variables.

There is also the need to define and validate rigorously the descriptors of the variables and conditions of the methods of attack model, as well as the categories of information security framework.

In this study no controls of the categories of information security framework were identified, nor associated metrics of efficiency, and work guidelines to the possible controls, as they fall outside the scope of this work.

The study relies on a single Case Study based on a Organization of the Portuguese Military Army, which is certainly insufficient; since it leads to that eventually some particular aspects have been forgotten. We tried to reduce this possibility with the analysis of all documentation of military security of the Portuguese Army and depth given to the Case Study.

The gathering and processing of empirical data in the context of information security in military organizations of the Portuguese Army, to operationalize the planning method, justifies the need for an automated system able to encode and store the known Case Studies. This “database of knowledge” will allow the military decision maker to identify the best combination of information security controls to be implemented for the all possible attack methods to information.

There is one aspect not covered in this study, which is critical for the future application of the method of planning, which is the development of an automated decision support system based on Case Based Reasoning (Kolodner, 1992).

Information security in military organizations in an IW environment is intended to ensure the fundamental properties of information security, in order to contribute to information superiority. The selection of controls to implement should be taken: (i) according to the methods of the enemy’s attack; (ii) by the integration of the dimensions of security; (iii) and considering the lessons learned.
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Abstract: Assuring information security is a necessity in modern organizations. Many recommendations for information security management (ISM) exist, which can be used to define baseline of information security requirements ensuring that an organization has implemented the selected practices. ISO/IEC 27001 prescribes a process for ISM system and guidance to implement security controls is provided in ISO/IEC 27002. Finnish National Security Auditing Criteria (KATAKRI) has been developed by the national authorities in Finland as tool to verify maturity of information security practices and hence it is organized in a form of compliance questionnaire. KATAKRI defines both security control objectives and absolute security controls to meet an objective. ISO/IEC 27001 requires selection of valid security controls whereas KATAKRI may force organization to implement controls that are not feasible from risk management or cost-benefit ratio point of view. In our work, we study the security control objectives and the actual controls of ISO/IEC 27002 and KATAKRI to analyze similarities and differences between the two specifications. Results can be used to determine in which sense KATAKRI could be used as ISO/IEC 27001 audit tool as both share the same security topics at the high level. The results reveal the differences in the scope of the specifications and the lack of some of the controls of KATAKRI compared to ISO/IEC 27001 and ISO/IEC 27002.
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1. Introduction

Assuring information security is a necessity in modern organizations. There exists variation of viewpoints in information security management (ISM) concerning ‘what’ should be done (ISO/IEC 27000 and COBIT; IT management), ‘how’ it should be done (ITIL; service management), and ‘who’ should do it (SIA; competence management), see (Armstrong 2013). These recommendations are used to define baseline of information security requirements ensuring that an organization has implemented the selected practices. Some of the recommendations provide the possibility for organizations to request certification, which is can then be granted if the implemented practices fulfill the audition criteria.

Widely adopted ISO/IEC 27001 prescribes a process for ISM system whereas guidance to implement security controls is defined in ISO/IEC 27002. Hence, together they comprise minimum criteria of controls and their objectives, providing also non-normative guidance for control implementation. Finnish National Security Auditing Criteria (KATAKRI) has been developed by the national authorities in Finland to verify maturity of information security practices. Approach in KATAKRI is different compared to ISO/IEC 27000 standards. As national security auditing criteria, KATAKRI defines both security control objectives and absolute security controls to meet an objective. Implementation of controls is mandatory whereas ISO/IEC 27001 leaves responsibility of the selection of controls and their implementation to organization itself by defining only the control objectives. Use of ISO/IEC 27001 is always subject to completeness of risk assessment and selection of valid security controls. On the other hand, KATAKRI may force organization to implement such controls that are not feasible from risk management or cost-benefit ratio point of view.

KATAKRI is of interest for wider than just the national audience because of its structure. It has been created in the form of the audition questionnaire, which makes it a tool that can be used in security baseline check in organizations. As information security is a process, to protect information and information infrastructure from unauthorized access, it must be defined and evaluated. ISO/IEC 27001 and 27002 specifications are not usable as audition tools themselves and hence a number of spreadsheets and applications have been created from different viewpoints to be used in the auditions. At the topic level KATAKRI could also be used as ISO/IEC 27001 audition tool, but this requires detailed analysis of the correspondence of the contents.

In our work, we study differences of security control objectives and actual controls of ISO/IEC 27001 and KATAKRI requirements to analyze completeness and mutual coverage of KATAKRI and ISO/IEC 27001. The actual comparison also takes into account ISO/IEC 27002 security control implementation guidelines, creating links between them and the security requirements in KATAKRI. First of all, however, the two specifications are
united in their terminology and structure, but whereas ISO/IEC 27002 focuses on existence of security controls to meet the security objectives, KATAKRI defines different levels of requirements that shall be fulfilled. Barlette & Fomin (2008), Fomin et al (2008), Yeniman Yildirim et al (2011), and Siponen (2006) all criticize that information security management standards focus on security process, not how well activities are carried out or how objectives are achieved. To cope with these ISMS hindrances, we create an explicit linking between a process-oriented standards and (normal) operative mode assessment in an organization.

Our analysis of KATAKRI and ISO/IEC 27002 specifications is focused to see the amount of shared common security aspects. In addition, we are interested in differences of the specifications to see the potential gaps in them, especially in the relatively new KATAKRI.

The contents of the paper are as follows: After the introduction, we provide background information on the two specifications and comparative approach in general in Section 2. Then, in Section 3 a structural comparison of specifications and high level comparison of contents of the both specifications is provided. In Section 4, we present more detailed comparison results including intersection and complements of the specifications. In Section 5 we have discussion on the results and further research.

2. Background

2.1 ISO 27000 standards

ISO/IEC 27001 is an information security standard published by the ISO/IEC standardization organization in 2005. It specifies the requirements for establishing, implementing, operating, monitoring, reviewing, maintaining, and improving a documented Information Security Management System. ISO/IEC 27001 specifies requirements for the management of the implementation of the security controls. The detailed controls with implementation guidelines are presented in ISO/IEC 27002.

Appendix of ISO/IEC 27001 and ISO/IEC 27002 itself contain comprehensive list of controls and their objectives. Although ISO/IEC 27001 states that also additional control objectives and controls may be needed and identified from other sources. Organization defines which of the controls it shall implement. Organization may request certification against ISO/IEC 27001 for implemented ISMS. For both ISO/IEC 27001 and 27002 updated versions were released on October 2013. The changes in the update include adding of 11 new controls, but total number of the controls has been decreased from 133 to 114. Some controls have been removed and some have been merged. The number of the highest level groups of controls, security clauses, has been increased from 11 to 14.

2.2 KATAKRI – Finnish national security auditing criteria

Another approach to manage corporate security is the Finnish national security auditing criteria, KATAKRI. It is published by the Ministry of Defence, but Confederation of Finnish Industries, Finnish Communications Regulatory Authority, Ministry of Foreign Affairs, and Ministry of the Interior have also participated in the preparation of the criteria. Initial version was published in 2009 and the updated version II in 2011.

The first goal of the national security auditing criteria is to harmonize official measures while assessing organization security level. The second defined goal is “to support companies and other organizations as well as authorities with their service providers and subcontractors to work on their own internal security”. Therefore criteria contain unofficial recommendations to help users to apply useful security practices. (KATAKRI, 2011)

2.3 Comparing standards and models

Comparing standards or methodologies may reveal several hindrances. One is the lack of widely adopted common ontology containing definitions of the basic concepts and relationships. Ramanauskaite et al. (2013) have identified that major information security management standards utilize only partially comparable security ontologies. Hence, even if standards and methodologies should lead to harmonized ontology definition, there does not exist a single widely adopted ontology definition.

Pardo et al. (2011) emphasize that in comparison it is possible to, using relationships of the models, find out how different the compared models are. Pardo et al. defines that “in the model comparison the need to know
the level of equality and proportion between the things being compared should take the priority”. One part of comparison is terminology analysis. Pardo et al (2011) divide terminology analysis into two subtypes; syntactic analysis and semantic analysis. Our study uses only semantic analysis as the contents of the compared documents is defined in natural language and require qualitative analysis.

Multiple models can have various types of connections between them. Pardo et al. (2011) have identified four operations: union, intersection, difference, and complement. Intersection contains elements that are common in all the models and union combines together the shared contents. Difference comprises elements that the compared models do not have in common. Complement is a set of elements that are not included in one of the compared models. In this study we focus on the intersection and complements of the both specifications.

3. Structural view

3.1 Structural comparison

From structural point of view both ISO/IEC 27001 and KATAKRI controls are divided into logical groups. Following definitions are equal in both, 2005 and 2013, ISO/IEC 27002 standard versions. In ISO/IEC 27002 standard the highest level of grouping is called clauses. Each of these clauses contain “one introductory clause introducing risk assessment and treatment” and a number of security categories. Each security category contains one control objective and one or more controls. ISO/IEC 27002:2005 defines that control objective states what is to be achieved. The security controls in the security category can be applied to achieve the control objective. Again ISO/IEC 27002 versions 2005 and 2013 state: “control defines the specific control statement to satisfy the control objective”. Each control is attached with the implementation guidance, which provides instructions on control implementation to meet the control objective. Definition of the implementation guidance also states that guidance may not be suitable for all organizations and other implementation options can be more appropriate. For each control there is also other information included such as references to other standards or legislation.

KATAKRI is organized as a requirements compliance questionnaire. It has four major sections called divisions, which are further divided into subdivisions. Each subdivision contains number of questions. It defines a number of requirements in the form of questions. Each question consists of a tripartite classification of requirements, corresponding to the security level concepts: the base level (level IV), the increased level (level III), and the high level (level II). These levels correspond to international security level concepts restricted, confidential, and secret, respectively. KATAKRI does not contain requirements for the highest security level, internationally known as top secret (level I).

For the KATAKRI certification the organization shall select the pursued security level. Based on selection, every requirement defined for the selected security level must be complied in each question. In addition to three security levels, there is additional set of requirements as recommendations for the industry. It contains useful security requirements recommended to all businesses to implement. For each level and industry recommendation, a number of requirements is attached. These requirements may be the same for all levels and industry recommendations, they may differ depending on the level, or higher security levels may add more requirements to the base level requirements. The questions and requirements are defined in natural language. For each question there is additional information, containing, for example, references to standards, including ISO/IEC 27002:2005, and implementation guidance.

Where KATAKRI requirements are merely ones that can be answered yes or no, ISO/IEC 27001 auditor has to evaluate that the identified set of security controls is comprehensive and implemented according to the qualitative requirements of the security controls.

ISO/IEC 27002 and KATAKRI both share the same approach grouping security concepts first on high level and then on the secondary level. In ISO/IEC 27002, highest level of grouping is division of security clauses. On the other hand, KATAKRI is divided into four divisions, which are further divided into subdivisions. Table 1 represents ISO/IEC 27002 security clause and the KATAKRI divisions and their subdivisions. ISO/IEC 27002 states that the security clauses are not in specific order concerning prioritization of the security clauses or controls. In KATAKRI prioritization is implemented in dividing security controls based on pursued security level. Hence, KATAKRI divisions and subdivisions do not relate to prioritization.
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Table 1: ISO/IEC 27001 standard versions 2005 and 2013 security clauses and KATAKRI divisions and subdivisions

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Administrative security</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Security policy, the measures guiding security action and definitions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The annual security action programme</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Defining the goals of security</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Identifying, assessing and controlling risks</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Security organisation and responsibilities</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accidents, danger situations, security incidents and preventive measures</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Security documentation and its management</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Security training, increasing awareness and knowhow</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reports and inspections by the management</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personnel Security</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technical criteria</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Securing sufficient competences</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other suitability of the candidate for the task</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measures after the decision to recruit</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measures for concluding the contract of employment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measures during employment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical Security</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Security of area</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Structural security</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Security technical systems</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Information assurance</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data Communications Security</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Security of Information Systems</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Security of Information</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Security of Information Handling</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

UML class diagram of the structures of the both documents is presented in the Figure 1. ISO 27002 standards structure is equal in both version of the standard and it contains definition of terms and their relationships. KATAKRI, on the other hand, does not contain ontology definition at all. Hence, we identified basic structures of the KATAKRI document.

![UML class diagram presenting structures of ISO/IEC 27002 and KATAKRI](image)

**Figure 1:** UML class diagram presenting structures of ISO/IEC 27002 and KATAKRI
Even if ISO/IEC 27002 and KATAKRI both share the same approach of grouping security concepts on high level, the actual structures have significant differences at lower levels. ISO/IEC 27002 standard defines control objective, which shall be achieved by implementing the defined controls. KATAKRI, on the other hand, has a question that is answered, fulfilling requirements defined for the question of the corresponding security level. Hence, KATAKRI question and ISO/IEC 27002 control objective both set goal, which is achieved by implementing defined controls or requirements.

ISO/IEC 27002 contains implementation guidance for each control that it defines. Actual implementation of the control can be done as specified in the implementation guidance or organization can select an approach that suits to its needs and characteristics (ISO/IEC 27002:2013). KATAKRI does not contain implementation guidance but provides additional information such as references to standards, legislation, and security guides.

### 3.2 Identified relationships

We analyzed all requirements of the KATAKRI and identified matching definitions from ISO/IEC 27002:2005. In addition we also counted number of references from KATAKRI to ISO/IEC 27002:2005. As KATAKRI defines also requirements for risk management, we included risk management requirements of ISO/IEC 27001:2005 in the analysis.

In general, the results reveal that KATAKRI had in total 432 connections to the ISO/IEC 27002:2005. From these connections 91 were direct references to ISO/IEC 27002:2005. One of these direct references is to security clause, 16 to security categories, and 74 to security controls. KATAKRI requirements had semantic equality with 21 controls. The most of the connections were semantic equality of KATAKRI requirements to implementation guidance, which we identified 320. In addition, we found out 20 connections from KATAKRI requirements to risk management section of ISO/IEC 27002:2005 and risk management requirements in ISO/IEC 27001:2005. Hence total number of identified connections was 452. Summary matrix of the connections between ISO/IEC 27002:2005 security clauses and the KATAKRI divisions is included in the appendix 0 and Error! Reference source not found..

### 3.3 Implications of the different structures

Information security management system based on ISO/IEC 27001 and 27002 is always risk evaluation driven approach. Even though number of controls is defined in ISO/IEC 27002 specification, implementation of the controls is always a matter of evaluating suitability and appropriateness to the organization. As structurally ISO/IEC 27002 control implementation guidance provides help to find out proper control implementation, it still requires expertise from the user. The lack of the competence has been identified as one of the key obstacles to adopt ISMS by Yeniman et al (2011) and especially in small and medium sized enterprises by Barlette & Fomin (2008).

KATAKRI, on the other hand, provides more exact security requirements to be fulfilled and leaves fewer options to organization to determine appropriate way to implement the security controls. The approach of the KATAKRI may lead to situation where the requirements force organization to implement the security controls that are not feasible or have low cost-benefit ratio. Although KATAKRI requirements are more structured and specific, it does not imply that they could be neither implemented nor evaluated with lesser expertise than ISO/IEC 27002 security controls.

### 4. Operational view

We have divided the more specific results into four groups. First we present intersection of the two specifications. These are security controls that exist in both documents. Then we present complements of both ISO/IEC 27002 and KATAKRI, which discloses differences of the documents. More precisely, Section 4.2 contains security topics that are contained in ISO/IEC 27002 but not in KATAKRI and Section 4.3 contains the ones that are in KATAKRI but not in ISO/IEC 27002. We close the section by presenting other findings from the documents.

#### 4.1 Intersection of specifications

In the general documents have sections that contain same topics, which can be seen as high number of links between security clauses and KATAKRI divisions as presented in Figure 2.
The general security management in ISO/IEC 27002:2005 as defined in the security clauses (4-8) and (14-15) is strongly linked to KATAKRI's first division 'Administrative security'. Similarly, 'Personnel security' in KATAKRI and 'Human resource security' in ISO/IEC 27002:2005 are linked but not very strongly. Also the areas of physical security are connected. The fourth division, 'Information assurance' in KATAKRI is much dispersed related to ISO/IEC 27002:2005 covering both concrete areas in security operations (9-12) as well as higher level operations management (14-15).

In detail, several common topics that were covered by both ISO/IEC 27002 and KATAKRI were identified. Following table 2 presents intersection of the specifications divided into four domains defined by the KATAKRI.

Table 2: Intersection of ISO/IEC 27002 and KATAKRI

<table>
<thead>
<tr>
<th>Common topics of information security in ISO/IEC 27002 and KATAKRI</th>
<th>Common topics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Administrative security</td>
<td>Security policy (22 connections)</td>
</tr>
<tr>
<td></td>
<td>Risk management (52 connections)</td>
</tr>
<tr>
<td></td>
<td>Security organization and responsibilities (26 connections)</td>
</tr>
<tr>
<td></td>
<td>Incident management (8 connections)</td>
</tr>
<tr>
<td></td>
<td>Business continuity management (32 connections)</td>
</tr>
<tr>
<td>Personnel security</td>
<td>Security training (36 connections)</td>
</tr>
<tr>
<td></td>
<td>Contracts with employee (8 connections)</td>
</tr>
<tr>
<td></td>
<td>Termination of contract (6 connections)</td>
</tr>
<tr>
<td>Physical security</td>
<td>Structural security (19 connections)</td>
</tr>
<tr>
<td></td>
<td>Physical access control (26 connections)</td>
</tr>
<tr>
<td>Information security</td>
<td>Communication security (31 connections)</td>
</tr>
<tr>
<td></td>
<td>Information access control (26 connections)</td>
</tr>
<tr>
<td></td>
<td>Malware prevention and vulnerability management (12 connections)</td>
</tr>
<tr>
<td></td>
<td>Logging (10 connections)</td>
</tr>
<tr>
<td></td>
<td>Unauthorized devices (7 connections)</td>
</tr>
<tr>
<td></td>
<td>Encryption (6 connections)</td>
</tr>
<tr>
<td></td>
<td>Security of executable code (9 connections)</td>
</tr>
<tr>
<td></td>
<td>Handling of classified information (24 connections)</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Common topics of information security in ISO/IEC 27002 and KATAKRI</th>
<th>Common topics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Systems management (10 connections)</td>
<td></td>
</tr>
<tr>
<td>Remote work/teleworking (28 connections)</td>
<td></td>
</tr>
<tr>
<td>Separation of production and development environments (8 connections)</td>
<td></td>
</tr>
<tr>
<td>Backup (10 connections)</td>
<td></td>
</tr>
</tbody>
</table>

The highest number of connections was in risk management as both methods require same approach to identify assets and threats to assets to perform risk mitigation. Both specifications keep security training and rising of the security awareness as an important aspect of information security.

4.2 ISO/IEC 27002 complements

We identified that KATAKRI contained in total only nine connections to ISO/IEC 27002:2005 security categories “12.1 Security requirements of information systems” and “12.2 Correct processing in applications”. These two security categories contain requirements for new information system development and only nine links is relatively small amount to cover all requirements for the information system development. In the ISO/IEC 27002:2013 “12.1 Security requirements of the information systems” has been updated and category number has been changed to 14.1. Section “12.2 Correct processing in applications” and controls of it in ISO/IEC 27002:2005 have been removed from version 2013. These have been complemented with two new controls in section 14.1 of the 2013 version, but KATAKRI don’t have wider correlation to either of these. Rationale for this is that KATAKRI is not meant to provide requirements for information system development, because it is audit criteria. Actually a security guideline for information system development in the state institutions, called “VAHTI 1/2013 Sovelluskehityksen tietoturvavohe”, has been published. This guideline covers security requirements for the information system development. Problem has been identified also in the Finnish Defence Forces thesis by Liitsalo (2013) where she concludes that VAHTI 1/2013 has fulfilled the lack of common national guideline of generic information system development security requirements.

ISO/IEC 27002:2005 contains one security category, “10.9 Electronic commerce services”, where we did not identify any links from KATAKRI. This category and contained controls have been removed from ISO/IEC 27002:2013. At the time ISO/IEC 27002:2005 was published electronic commerce was emerging and it was seen as an important domain to cover. As time passed, also many other information systems are available through the internet. Hence, electronic commerce has become only a one type among other services provided in internet, which all need to consider security in the cyber age.

ISO/IEC 27002:2013 contains controls to gather evidence in case of security incident. In KATAKRI one finds very limited requirements to cover evidence collection in case of security incidents. The KATAKRI requirements merely focus to protect audit trails, but don’t include additional requirements to collect and secure the evidence.

Further complementing area in ISO/IEC 27002, compared to KATAKRI, was reporting of security weaknesses. The ISO/IEC 27002 has a specific control (13.1.1 in version 2005 and 16.1.3 in version 2013) to emphasize employee responsibility to report observed or suspected security weaknesses and vulnerabilities. KATAKRI does not contain requirement that would highlight such responsibility, even if it clearly states that for each employee the security responsibilities must be defined in their job description.

The compliance was an area where the level of details varied between specifications. Where ISO/IEC 27002 provides implementation instructions types for compliance and how to achieve compliance, KATAKRI has only the basic requirement that all operations must be compliant according to legislation.

4.3 KATAKRI complements

KATAKRI has some topics that are not part of ISO/IEC 27002 standards. On the administrative security KATAKRI contains the concept of annual security action programme, which is covered in KATAKRI subdivision A200. It is an annual plan how security will be developed comprising measures, responsibilities, schedules, and measurable results. The results of the implementation of the plan are expected to be monitored by the
management as continuous process. It is notable that there are no requirements for annual security programme at the base level, but they are included in the recommendations for the industry.

We identified number of requirements in KATAKRI that require documentation of the performed actions, but did not find equal control from ISO/IEC 27002 control objective or implementation guidance. One such topic was training, where KATAKRI requirement define that the arranged trainings must be documented, including training material and participants. ISO/IEC 27002 controls have similar control to raise awareness, but implementation guidance does not cover documentation of training. Similar widely used documentation requirement was is a job description, which is in several KATAKRI requirements referred as written definition of the responsibilities of an employee.

KATAKRI complements ISO/IEC 27002 on high security requirements. KATAKRI contains requirements that must be fulfilled to be able to handle material that is classified secret by the Finnish national definition. For the organizations that don’t consider information security as competitive advantage, these controls may not be feasible to implement. These controls don’t have high cost-benefit-ratio and are valid only in security critical businesses.

Hence, KATAKRI is Finnish national security audition criteria and it contains also requirements that may be illegal in other countries. Such requirements are drug tests and probationary period used in recruitment. KATAKRI also contains national requirements for physical security alarms. Such requirements are not included in the ISO/IEC 27002 standard.

4.4 Additional results

We found out also more than 20 major translation errors in KATAKRI (original version is in Finnish, which is translated to English), where a translation error caused difference in requirements. For example, in some criterions there was for certain security level “No requirements” in English version, but the original Finnish version did contain requirements.

5. Discussion

In our study we analyzed ISO/IEC 27002 versions 2005 and 2013 and compared them to Finnish security audition criteria, KATAKRI. We found out that both contain largely same security controls that security aware organizations should implement, but under a completely different structural division. Analysis also illustrates evolution of information security management trends. Results can be applied in upcoming versions of KATAKRI to evaluate the overall scope and boundaries of the security controls. They are equally relevant for ISO/IEC standardization, even if a refined version already appeared in 2013.

We identified number of common security topics that we covered by both specifications. The results reveal the different scope and lack of some of the controls of KATAKRI compared to ISO/IEC 27001 and ISO/IEC 27002. Moreover, normative controls of KATAKRI were detected, which are not included even as implementation guidance in either version of ISO/IEC 27002.

Structure of the KATAKRI makes the evaluation of the organizations information security management system easier than ISO/IEC 27002. Where KATAKRI is already structured in form of the compliance criteria, ISO/IEC 27001 requires more expertise to analyze the appropriateness of the implementation of the security controls to the specific organization. Actually the specifications complement each other well and ISO/IEC 27001 auditor may find KATAKRI as usable tool to perform security auditions. One specific difference between the two specifications is the high security level requirements contained in KATAKRI. These can be in the interest of the organizations that need to perceive very high security level in their operations. ISO/IEC 27002 implementation guidance does not contain such level of details that are included in KATAKRI’s high security level requirements.

The common security topics are well covered by the both specifications and majority of controls and requirements are found in the intersection of both specifications. KATAKRI adds more specific requirements on the increased and the high security levels. Organizations having these levels of KATAKRI’s security certification should be able to obtain ISO/IEC 27001 certification with little enhancements. From the structural point of view KATAKRI defines more requirements to be fulfilled and therefore organization maybe required to fulfill large number of requirements in addition to what has been acceptable in the ISO/IEC 27001 certification.
It has been noticed that SMEs have to focus more on development of their information security procedures, but most of the ISMS standards are not usable from SME organization point of view. While SMEs struggle with limited resources, but increased threads, it is important to develop new approaches that are suitable especially for SMEs. Majority of modern information security management systems, including ISO/IEC 27001, are developed for at least medium sized enterprises. One solution could be providing methods with prioritization of controls to provide, at least, a basic selection of potential roadmaps for smaller enterprises. KATAKRI contains basic prioritization using classification levels and recommendations for the industry while ISO/IEC 27002 states in the document that security controls are not in any means prioritized. Even at the lowest security level of KATAKRI, amount of controls is out reach for SMEs where security is not strategic competence area. For example, the NIST standard 800-53 (2009) defining recommended security controls for the federal information systems and organizations, contains prioritization of the security controls. Our research continues to develop methods for SMEs to enhance their security management in a cost-effective way.

Appendix 1: Total number of connections

<table>
<thead>
<tr>
<th>ISO 27002:2005 and KATAKRI comparison summary</th>
<th>Administrative security</th>
<th>Personnel security</th>
<th>Physical Security</th>
<th>Information Assurance</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c) Riku Nykänen, 2013-2014</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total number of connections.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ISO 27001</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4. Risk assessment and treatment</td>
<td>12</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5. Security policy</td>
<td>21</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6. Organization of information security</td>
<td>50</td>
<td>5</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>7 Asset management</td>
<td>11</td>
<td>1</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>8 Human resources security</td>
<td>20</td>
<td>14</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>9 Physical and environmental security</td>
<td>0</td>
<td>2</td>
<td>31</td>
<td>20</td>
</tr>
<tr>
<td>10 Communications and operations management</td>
<td>9</td>
<td>2</td>
<td>1</td>
<td>52</td>
</tr>
<tr>
<td>11 Access control</td>
<td>0</td>
<td>1</td>
<td>16</td>
<td>73</td>
</tr>
<tr>
<td>12 Information systems acquisition, development and maintenance</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>31</td>
</tr>
<tr>
<td>13 Information security incident management</td>
<td>17</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>14 Business continuity management</td>
<td>15</td>
<td>0</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>15 Compliance</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>Total</td>
<td>174</td>
<td>25</td>
<td>49</td>
<td>204</td>
</tr>
</tbody>
</table>
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Abstract: Security is a topic that is gaining more and more interest by organizations and government agencies. The amount of data which organizations daily have to deal with, the increasing number of on-line transactions and the lack of computer security awareness are greater motivations not only to exploit software vulnerabilities but to exploit human vulnerabilities. In general, users tend to accept new technologies with complete disregard of their security vulnerabilities, if they get sufficient benefits from them. Fostering and continuously encourage a security culture and recognizing that people still are, and will always be the weakest link, will certainly assist organizations to achieve their adequate levels of security and thus becoming closer to their business goals. Moreover, monitoring and early detection also play an important role, as it enables organizations and governmental agencies to react more quickly to events that are harder to find and understand, from the security management point of view. The rapid response to the security events and the establishment of preventive actions to manage security are starting to become a competitive strategy to organizations. In this paper we highlight some information security concepts and principles, to deliver actionable information for decision makers for managing their corporate assets and ensure their resilience.
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1. Introduction

The proliferation of the internet-based applications has changed the way organizations conduct their businesses. Organizations are deeply interested in finding new technological initiatives at low operating cost, in order to offer better and innovative services and thus gain competitive advantage. However, with increasing reliance on technology to gain competitive advantage, information security is and has been one of the most critical and challenging requirement for conducting successful business. In fact, the new technological solutions always carry vulnerabilities, which most of time reveal unexpected security risks. In this context, organizations should identify, implement, monitoring and evaluate the most effective set of controls, to provide an adequate level of security. The security standards ISO/IEC JTC1 (International Organization for Standardization/International Electrotechnical Commission_Joint Technical Committee and NIST (National Institute of Standards and Technology) are an important reference in the security information domain, and in general, organizations define their security program in alignment with the international security standards. However, these standards have an informative nature, lacking practical information, and relying on the interpretation of the security expert, mostly based on their experience and perception about security. The security standards ISO/IEC 27002 and the NIST 800-100 provide documented information to assist users to understand their computer security need, and thus enable them to select the appropriate controls, from a wide list of existing controls. However, these standards neither provide directives nor procedures or recommendations toward the implementation of security actions, but rather promotes a more or less arbitrary designed by practitioners in an individual basis, lacking any possibility of performance comparison. In this paper it is highlighted some information security concepts and principles, to deliver actionable information for decision makers for managing their corporate assets and ensure their resilience. This paper is structured as follows: in section 2, it is introduced the current challenges in information security; in section 3, it is presented an overview of the international security standards, and security methodology approaches; in section 4 it is presented some considerations regarding the implementation of security controls/policies; conclusions are presented in section 5.

2. Current challenges for organizational information security

Nowadays, organizations have to deal with various information security risks. Terrorist attacks, fires, floods, earthquakes and other disaster can destroy information processing facilities and critical documents. Theft and loss of organizational information can cause serious impacts on businesses’ reputation, profitability, customer confidence and overall economic growth. For example, a security flaw such as the leakage of credit card information, can have negative results to a card payment companies due to the cancellation and re-issuing of compromised cards. Certainly this is costly, with high impacts on the organizations’ reputation and customer
confidence. In fact, one of the fastest growing information crimes is identity theft, including customer data lost by organizations that were responsible for managing it. Such incidents have emerged from all over the world, and have resulted in the introduction of rigorous national and international data protection laws in many countries, which require organizations to protect the personal information of stakeholders. Therefore, it is very important for organizations to develop efforts to ensure their ability to securely protect their information assets and IT infrastructure. For this reason the adequate implementation of the security controls are crucial to organizations, in order to ensure their business continuity, as well as monitoring and evaluating their efficiency. Usually organizations proceed with identification and selection of the security controls according to their business needs and the associated security requirements. This security requirement should be clearly defined in the information security policy and the security policy dictate the set of controls that will provide the required protection. Additionally, to verify if the implemented controls meet the information security requirements, the evaluation and certification should be the following step. Actually, it has been noticed an increasing number of organizations seeking to obtain security certification. Certification enables organizations to comply with increasing demands from financial institutions and insurance companies for security audits. Moreover, it promotes trust in an organizations’ capacity to implement appropriate security controls to manage and protect confidential client and business information. Additionally, the monitoring and evaluation of the implemented controls are crucial in order to find out if they are performing as expected, i.e., controls are in place, are designed appropriately, are operating effectively, and are monitored regularly, in an effort to reduce risk exposure. Currently, there a number of practical and deployable approaches, including a variety of globally recognized international standards and security methodologies, which can assist organizations to effectively and efficiently manage information security. In the following section will be presented an overview of these approaches.

3. Practical approaches for organizational information security management
   OU recognized international security standards and methodologies OU International security standards and security methodologies

Nowadays there are security standards and methodologies available to assist organizations to manage information security. To effectively create a solid structure for an information security program, organizations need to analyse and implement their methodology in alignment with either of the following international standards and methodologies.

3.1 ISO 27002 – Information technology – security techniques – code of practice for information security management

ISO 27002 is part of the ISO/IEC 27000 family of standards. It is an information security standard published by ISO/IEC, entitled Information technology – Security techniques – Code of practice for information security management. ISO/IEC 27002 is an advisory document, to define the requirements for initiating, implementing, maintaining and improving information security management practice, in order to promote confidence in inter-organizational information collaboration. The ISO 27001 replaced the BS7799-2 standard, which was primarily published as a code of practices. As this matured, a second part emerged to formally cover security management system. The ISO 27001 is harmonized with other standards. In fact, ISO 27001 is a formal specification that uses ISO/IEC 27002 to indicate suitable information security controls within the ISMS (Information Security Management System). However, since ISO/IEC 27002 is a code of practice or guideline, rather then a certification standard, organizations are free to select and implement the controls, according to their control objectives, which should reflect the organizational security requirements. Implementing ISO/IEC 27002 involves a cost-effective plan that includes appropriate security controls for mitigating identified risks and protecting the confidentiality, integrity and availability of an organization’s information assets. It also involves ongoing monitoring to ensure that these controls remain effective (Saint-Germain, 2005).

The standard comprises eleven information security controls and seeks to address security compliance at all levels: managerial, organizational, legal, operational and technical. It specifies 35 control objectives, consisting of general statements of security goals for each eleven domains. The standard also includes 114 controls that identify specific means for meeting the control objectives. The ISO/IEC 27002 security domains are (ISO/IEC 27002, 2009):

- **Security policy** – demonstrate management commitment to, and support for information security.
Organization of information security – develop a structure for the coordination and management of information security in the organization. Assign information security responsibility.

Asset management – perform an inventory and classification of all critical or sensitive information assets.

Human resources security – manage the security aspects related to employees, in order to reduce the risk of error, theft, fraud, or misuse of computer resources by promoting user training and awareness regarding the risks and threats to information.

Physical and environment security – protect the information processing facilities, in order to prevent unauthorized access.

Communications and operations management – manage technical security controls in systems and networks, in order to reduce the risk of failure and its consequences and develop incident response procedures.

Access control – restriction of access rights to networks, systems, applications, functions and data in order to detect unauthorized activities.

Information systems acquisition, development and maintenance – prevent the loss, modification, or misuse of information in operating systems and application software.

Information security incident management – responding appropriately to information an security breach that was exploited by an attacker.

Business continuity management – develop the organization’s capacity to react rapidly to the interruption of critical activities resulting from failures, incidents, natural disasters or catastrophes.

Compliance – Ensure that all laws and regulations are in conformance with information security policies, standards, laws and regulations.

3.2 NIST – National Institute of Standards and Technology

NIST is an organization from Computer Security Resources Center of the United States of America that provides several documents regarding security. Within the series of publication proposed by NIST, the 800-series encompass several aspects about computer security. Two of NIST’s related documents are special publication 800-100, the Information Security Handbook: A Guide for Managers, and the special publication 800-53 - Recommended Security Controls for Federal Information Systems. NIST approach rely on providing documented information to assist users to understand their computer security needs and come up with the selection of appropriate controls and get compliant with FISMA (Federal Information Security Management Act). FISMA is United States legislation that defines a comprehensive framework to protect government information, operations and assets against natural or man-made threats. FISMA was signed into law part of the Electronic Government Act (EGA) of 2002. FISMA assigns responsibilities to various agencies to ensure the security of data in the federal government. The act requires official programs, and the head of each agency to conduct annual reviews of information security programs, with the intent of keeping risks at or below specified acceptable levels in a cost-effective, timely and efficient manner. NIST outlines 9 steps toward compliance with FISMA (Rouse, 2013):

- Categorize the information to be protected.
- Select minimum baseline controls.
- Refine controls using a risk assessment procedure.
- Document the controls in the system security plan.
- Implement security controls in appropriate information systems.
- Assess the effectiveness of the security controls once they have been implemented.
- Determine agency-level risk to the mission or business case.
- Authorize the information system for processing.

Although FISMA is designed to federal agencies, these practices can be adapted easily to private institutions. Actually, NIST comprise a set of publications to support organizations to structure their information security programs. These documents supports security practitioner, to compare the proposed security guidelines with what currently exists in an organization and therefore help them to identify problems that demand critical
attention. The Information Security Handbook (800-100) attempts to define all of the considerations required to protect information. It treats terms such as governance, systems development life cycles, security assessments, risk management, incident response and many others in detail. The NIST 800-100 has affinities with ISO 27001/2 concerning the scope and definition of an information security program. NIST SP 800-53 - NIST Special Publications 800-53 Recommended Security Controls for Federal Information Systems and Organizations - comprises a selection of security controls for executive federal agencies (NIST 2009). The recommended security controls documented in NIST 800-53, takes NIST 800-100 to a more practical level, through the definition of the scope of the security controls, and thus the selection of the adequate controls that should be implemented. However the NIST 800-53 don’t provide the context in which the controls should be applied, nor provide detailed implementation procedures for security controls, or detailed steps necessary to implement a computer security program. The lack of this document is a directive concerning what should be implemented and how. Instead, provide an extent-documented list of the existing controls, enabling to assist practitioners to understand their computer security needs and come up with the selection of appropriate controls. In fact, this is the major constraint concerning the practical application of the security standards (Pereira, 2012).

3.3 OCTAVE - operationally critical threat, asset, and vulnerability evaluation

OCTAVE is a process-driven methodology used for risk-based information security strategic assessment and planning. It helps organizations to identify, prioritize and manage information security risks.

The OCTAVE approach was developed by the Software Engineering Institute (SEI) at Carnegie Mellon University in 2001 to address the information security compliance challenges faced by the US Department of Defence. It is intended to assist organizations to (Alberts et al, 2001):

- Develop qualitative risk evaluation criteria based on operational risk tolerances;
- Identify assets that are critical to the mission of the organization;
- Identify vulnerabilities and threats to the critical assets;
- Determine and evaluate potential consequences to the organization if threats are accomplished;
- Initiate corrective actions to mitigate risks and create practice-based protection strategy.

OCTAVE works in three phases:

- Phase 1: Build Asset-Based Threat Profiles
- Phase 2: Identify Infrastructure Vulnerabilities
- Phase 3: Develop Security Strategy and Plans

The overall approach of OCTAVE relies upon the creation of three catalogs of information: catalog of practices, threat profile and catalog of vulnerabilities. These catalogs then create the baseline for the organization. Regarding the evaluation process, the OCTAVE approach is formally defined in a catalog of practices, intended to assist organizations to create a protection strategy and to develop actions for the risk mitigation plans. This catalog is divided into two types of practices – strategic and operational. The strategic practices focus on organizational issues at the policy level and provide general management practices. While the operational practices focus on the technology-related issues dealing with how people use, interact with, and protect technology. Since strategic practices are based on good management practice, it is suggested that they remain stable over time. While operational practices are more subject to changes inherent to technology advances and new or updated practices should be performed in a continuously base, to support organizations to deal with those changes. In conclusion, catalog of practices intend to assist organizations to determine which specific practices are currently working well with respect to security (its current practices) and what specific weaknesses with current security practices (its organizational vulnerabilities (Alberts et al, 2001).

The strategic practice areas proposed by OCTAVE are following briefly described (Alberts et al, 2001):

- **Security Awareness and Training** – understand how information security practice is enhanced through training and education.
- **Security Strategy** – focuses on the integration of information security issues into the business strategy of the organization.
Security Management – defines information security roles and responsibilities as well as management’s support for information security activities.

Security Policies and Regulations – addresses the organizational and management direction for information security, including the compiled regulations. This area also deals with the staff’s understanding of policies and enforcement of policies.

Collaborative Security Management – comprise the establishment of good practices when working with third parties (contractors, Internet service providers, managed service providers, partners, etc.).

Contingency Planning/Disaster Recovery – addresses plans to counteract disruptions in business activities and in systems and networks.

The operational practice areas proposed by OCTAVE are following identified (Alberts et al, 2001):

- Physical Security – comprises the physical security plans and procedures; Physical access control; monitoring and auditing physical security.
- Information Technology Security – comprise several areas, namely: (1) system and network management; (2) system administration tools; (3) monitoring and auditing IT security; (4) authentication and authorization; (5) vulnerability management; (6) encryption; (7) security architecture and design.
- Staff Security – comprise incident management and general staff practices.

OCTAVE is a comprehensive, systematic, context driven and self-directed approach, based on people knowledge. It requires the involvement of people at all levels of an organization to work together and provide inputs to identify and understand their security risks and make the right decisions about mitigation and protection. Due to its self-directed nature, the security controls implementation is highly dependent on the security experts’ interpretations of the methodology adopted, and therefore, decide according to their experience and security perception about security, which might leave overlooked flaws in the organization’s information security management. The essential of this approach is basically addressed by security risks analysis of the assets, and based on the assigned risk, it is defined the security requirements. In fact, the risk assessment play a crucial role in identifying potential threats to the organization and provide a perfect opportunity to implement effective controls to protect critical processes and assets. A constraint of the OCTAVE approach lies on the absence of directives for assessing and mitigating security risks. The evaluation is a process managed on the conduction of analysis workshops, to gather information and make decisions.

3.4 Other methodologies

The previous security standards and methodologies are unarguable reference in the security management domain. However there are a number of public and semi-public institutions, which provide best practices to manage security protection such as:

- Computer Emergency Response Team Coordination Center (CERT/CC) at Carnegie Mellon University (http://www.cert.org/). CERT/CC provides detailed and specific assistance on how to implement a security methodology.
- Information Systems Audit and Control Association (http://www.isaca.org) organize several seminars and classes of best practices.
- The portal SearchSecurity.com (http://searchsecurity.techtarget.com/) and NIST’s Computer Resources Center (http://csrc.nist.gov/) are booth free portals dedicated to security which include collections of best practices.

3.5 Summing-up

This crosswalk on security standards and methodologies demonstrate some affinities according to their shared subject matter and focus, and can help organizations align adequate security practices, according to their security business requirements. A large part of effective security practice is reaching a common level of
proficiency, since patching systems in a timely way and configuring them in a secure manner increases the likelihood that an organization will remain secure. The adoption of security standards and methodologies enables organizations to build client and partner trust in their capacity to secure their information assets and ensure business continuity. The implementation of security controls, enables organizations demonstrate their commitment to secure information assets and to ensure confidentiality of customer information. They also provide their business partners and clients with greater confidence in their capacity to prevent and rapidly recover from any interruptions to production or service levels. It is becoming clear, however, that to address all aspects of security, organizations should implement a comprehensive approach using a methodological security standard. In reality, the standards are primarily intended for Governments, military and financial institutions, but they can be adopted in other contexts. NIST as well as ISO/IEC 27001 have put forth standards and guidelines intended to provide a level of protection for information resources.

Moreover, OCTAVE follows a different approach from the standards presented above. OCTAVE proposes a catalog of practices scoped into strategic and operational context, with large involvement of organizational staff. But is this approach practicable in huge organizations? Once again, isn’t security highly dependent on the peoples’ perceptions about security and their interpretations of the standard or methodology adopted? Can all the procedures be applicable to all organization? Certainly not, but a lot will be, since despite the different methodologies and approaches proposed by each standard and security methodologies, they all share a lot of concepts and guidance to security protection.

4. Considerations regarding the implementation of security policies

In the previous section, it was briefly presented the most widely referenced security standards scoped in the implementation of the security good practices. It is undoubted the importance of these standards to create a solid foundation for an information security program. However, there are several enhancements needed, especially due to the changeable nature of this domain. Notwithstanding their importance, the standards are usually subject of revisions every five years, which sometimes can result inaccurate response. Moreover, despite the constraints of OCTAVE methodology, previously mentioned, it provides a more practical approach. It is driven on the asset’s analysis risk, which clearly defines a realistic target-state for an information security program. The target security state will vary from one organization to another, however, in general, a target-state can be described as successfully satisfying information security requirements of critical processes and critical assets. It should be noted that establishing the target security state for any organization, regardless their business activity, is an extremely complex activity, as an organization’s security expectations and requirements are often dynamic in nature. Therefore, this dynamic target-state shows more than ever, that organizations need to be agile, responsive, flexible and dynamic when they are establishing their security objectives and especially when they are conducted by an overall need for continuous improvement. In fact, ongoing risk analysis is an approach that will certainly influence the decision of what controls should be implemented to protect the critical processes and assets. Moreover, the organizational processes within a given business activity is accomplished by a specific objective which in the end is aligned to the organization’s mission and objectives. In the case of critical processes, their objective is much more important as they mainly contribute towards the achievement of organizational operations. Concerning the organizational assets, they usually configure a set of items, with huge importance or value to the organizations, which may result in many forms, such as corporate policies, procedures, human resources, applications, or even information. The most critical assets from an information security perspective are those that are required by critical processes (ISO/IEC 17799:2000/270002:2005). In practice, when a business process is operating as expected, it is contributing to the organizational’ objectives, and it also guarantee reasonable level of assurance, regarding its effective execution. For an organizational information security program be effective, it is required to address the analysis and resolution of information security events. Audits, statistics analysis, log analysis and performance metrics provide valuable information to assist in the evaluation and monitoring of events and potential asset’s vulnerabilities. This data can then be used in the validation of a security program or even forensic analysis resulted from a security incident or critical breach. The information security incident management procedure should be explicitly documented and all employees, contractors and third-parties should be educated in its requirements and their associated responsibilities (ISO/IEC 17799:2002/27002:2005). Additionally, the analysis and measure of the effectiveness of information security also provides valuable inputs to the organization, in spite of being very complex and an extremely difficult process. In reality, it contributes to ensure that the decision managers have a detailed understanding of which assets are most valuable to them, and if those assets have been allocate to an appropriate level of classification based on
that comparison.

defined, methodologies, controls, and client continuity.

solid requires law and regulations require organizations to educate their personnel, as part of the overall policy and security awareness. Fostering and continuously conduct a security culture and recognizing it as one of the single most critical core competencies within an organization, will almost certainly assist any organization in becoming closer to their business goals.

5. In conclusion

In general, to address all aspects of security, organizations first determine their primary security objectives then implement adequate methods to formalize and validate their management and finally develop procedures to achieve their objectives. In practice, a security program protection is much more than this and requires the involvement of several variables. The security standards and methodologies enable to create a solid foundation for an information security program. It is evidenced that most of the organizations analyse and implement their security programs in alignment either with the international security standards and methodologies. In reality, the adoption of security standards and methodologies enables organizations to build client and partner trust, proving their capacity to secure their information assets and ensure business continuity. For example, organizations with a committed clients and an established partner network, need to demonstrate to their partners, stakeholders, and clients that they have identified and measured their security risks and implemented a security policy and controls that will mitigate these risks. It is undoubted the importance of the security standards. However and although the security standards provide a wide list of controls, they don’t give support or provide recommendations about how to perform security functions defined, as well as the procedures to perform evaluation of the implemented controls. These processes are more or less arbitrary designed by practitioners in an individual bases, lacking any possibility of performance comparison. However a clear message is passed by both standards: security is a broad and complex discipline that requires a lot of cooperation throughout the entire organization.
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Abstract: The performance of a biometric system depends on the accuracy, the processing speed, the template size, and the time necessary for enrolment. This last factor is not much addressed in literature. In this work we collected information about the users' availability for enrolment in respect to face recognition biometrics. We were involved in testing 26 randomly chosen people. The results are presented globally, by sex, by age group and by previous experience in the use of the technology. We found that there is a generalized positive predisposition for enrolment that is expressed in some by the predisposition to try for many times and in others to try over a long time, and that it may be the youngest and the oldest the least available.
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1. Introduction

In this paper we try to understand to what extent people have patience for the process of enrolment, and argue that this is also one of the requirements of biometric systems, instantiated in this case for face recognition. This work is based on a similar study conducted for fingerprint recognition (Sá, Magalhães & Santos, 2014).

In practical implementation of biometric techniques, it is necessary to take into account the following parameters: performance - a system needs to act quickly and accurately; acceptability - people should accept the system easily; evasion - should not be easy to circumvent the system through fraudulent techniques (Singla & Sharma, 2010). Associated with the second of these parameters, methods for biometrics can also be classified as invasive or non-invasive, according to the level of nuisance that each system triggers in the user.

For the performance of a biometric system several factors contribute to it. Normally the main concern focuses on the error rate associated with authentication, leaving apart, for example, the time that is required for the enrolment process.

In the next section we present basic concepts of biometric technology, in particular of face recognition, section 3 is dedicated to the motivation and the methodology that was followed, in section 4 we describe the results obtained from the data analysis and, finally, in section 5 some conclusions are drawn.

2. Biometric technology

Biometrics is the science of measuring individual's own characteristics, making it possible the automatic recognition of people. In the context of information systems the control of who can access certain system can be made with the following methods, with its respective advantages and disadvantages: card - something an individual "has", which can be stolen, forgotten, copied, broken, demagnetized, eventually expires, and has no cogency; password - something an individual "knows", which can be copied, must be changed periodically and should not have personal data, and has no cogency that can causes problems in the case of forgetting or; biometrics - something an individual "is" or "does", which does not lose validity, is not forgotten, is difficult to be copied, is true, is not transferable and is permanent.

The main components of a biometric system are the following: capture (capture of an image or basic information of biometric characteristics), extraction (through a biometric reader, geometric points are extracted, e.g., which will characterize the individual), comparison (matching with stored information) and authentication (decision about the veracity of the recognition).
Face recognition is one of the most known biometrics (Sá, Borges, Magalhães, & Santos, 2012), lying nowadays in many devices of widespread use. This technology, which reproduces computationally the natural way humans recognize people, has had a major technological development stimulated by the game industry, interested to recognize scammers in their casinos (Liu & Silverman, 2001) and more recently, by the border control technologies. Proof of this development is the common usage that is currently being given to facial recognition algorithms incorporated both in low photographic devices, as in distributed technologies associated with social networks.

The basic concept associated with this technology is the capture of an image using a camera or video, followed by the recognition of points and/or regions that characterize a human face. These data and the relationships between them are transformed into a multidimensional vector that now constitutes the recognition pattern of the individual. Each of these steps may be performed in various ways.

The image capture phase depends primarily on the quality of the camera. However, the quality is necessarily restricted by the price factor, which determines the adoption of any technology. Associated with the price, but regardless of this, is the kind of camera that will work for normal light or via infrared. This option determines not only the capture conditions but also the processing algorithms. The quality of the camera also condition the number of colours captured, however the use of a large number of colours with implications on the computational and storage requirements may not be desirable.

After the image capture, various techniques can be applied for processing, like the image binarization, the recognition of points/regions by colour neighbourhood, the contours reduction and the subsequent segmentation. Hybrid systems can also be used (Poh & Korczak, 2001).

The above techniques are not specific in biometric recognition, to authenticate/identify the user, but are generic in computer graphics. In order to use the gathered information in the biometric recognition an intermediate stage of image cleaning is required, extracting elements subject to change, such as beard, glasses, haircut, earrings, piercings, etc.

The establishment of patterns is specific to each algorithm in order to recognize the user. Possible approaches rely on conventional statistic techniques, artificial intelligence, or both. These algorithms determine the requirements of pose and lighting (Poh & Korczak, 2001) associated with the image capture and have to take into account the aging factor.

The most important event in this area is the Facial Recognition Vendor Test (FRVT) organized by the Counterdrug Technology Development Program Office of the United States Department of Defence in collaboration with the FBI, the Canadian Passport Office, Australian Customs, the United Kingdom Biometric Work Group, among others. This event was held for the last time in 2012, now in the context of MBE - Multiple Biometrics Evaluation (NIST, 2010), with no results yet available (U.S. Department of Commerce, 2013). Already in 2006 it was achieved a False Rejection Rate of 1% for a False Acceptance Rate of 0.1% (Phillips, Scruggs, O’Toole, Flynn, Bower, Schott, & Sharpe, 2010). A curious aspect identified in these studies was a better performance of this technology when applied to males (Phillips, Grother, Micheals, Blackburn, Tabassi, & Bone, 2003).

The performance of biometric systems is normally associated to its accuracy, which is determined by the rate of false matches and the rate of false nonmatches (Magalhães & Santos, 2003). The first, known as FAR (False Acceptation Rate or Type II Error), measures the probability of the system to accept an unauthorized person, so the lower the probability the more reliable the system. The second, known as FRR (False Rejection Rate or Type I Error), measures the probability of the system to not recognize an authorized person, so the lower the rate the more the system will be sure of recognizing an individual. As the false acceptances decrease as the threshold increases and false rejections increase with increase of the same system requirement, there is a balance known as CER (Crossover Error Rate) or EER (Equal Error Rate), which value is used to classify a biometric system regarding its level of accuracy.
3. Motivation and methodology

In addition to accuracy to measure the performance of a biometric system, it should also be considered the following factors: the speed, which refers to how quickly a characteristic can be captured, processed into a template, and verified/identified; the size of the templates, which is the amount of bytes required to store a template; and the time necessary to the enrolment. This last factor is not much addressed in literature, so there was the reason for the study presented in this article.

During the enrolment phase, as in the recognition phase, the biometric system measures a characteristic of an individual. First it creates a digital representation of the characteristic that it wants to capture, then the digital representation is processed to create a template (a compact version of the original representation where certain features have been measured) and, finally, the template is stored internally or on an external device such as a Smart card. For this study we developed a simulator in Android environment that supposedly did these procedures.

Thus, to assess the “enrolment availability” by the user it was created an application that simulates the authentication process of face recognition. In this tool, the process appeared to fail when the user give up trying to enter his data, requesting the user to begin again the process (Fig. 1). It were recorded the number of attempts and the corresponding times. Each experiment began with a presentation, by a researcher, of the tool to the user; took place in a closed space and without the presence of any other person (even the investigator left, giving indication that would be available outside to any support); was filmed (with written consent asked to the user) with the argument that it was a scientific research, supposedly with real authentication, which would have to be documented; and terminated when the user requested the support of the investigator that, at that time, explained the true objectives of the experiment.

The study has allowed us to collect information about the users' availability for enrolment in respect of face recognition biometrics. Were involved in testing 26 randomly chosen people and mostly by academics because we assume by hypothesis that patience is distributed by people without influence of socioeconomic factors. Thus, any sample is representative for this purpose. However, for different sizes we will have different associated confidence intervals and, therefore, different error margins.

Figure 1: Simulator interface (before, during and after utilization)

4. Obtained results

We present in the following tables the synthesis of the obtained results globally, by sex, by age group and by previous experience, or not, in the use of face recognition biometric technology (Tab. 1 and 2). The age division was made according to the Sturges's Rule (Eq. 1), yielding 6 classes for 26 participants.

\[
\log_2 n + 1 = k
\]

Equation 1: Sturges's Rule

For the analysis of Tab. 1 we see that there is an average availability exceeding 20 attempts, and a high standard deviation in both the number of attempts as the average of the average times, which shows large differences between the behaviours of users. However, analysing the data it appears that, in general, users with less attempts are the ones who spend more time in each trial. Thus, there is a generalized positive predisposition for enrolment that is expressed in some by the predisposition to try for many times and in others to try over a long time, which reveals the existence of two psychological profiles of users as regards this biometric recognition phase.

We chose to present the data by age group despite the low representativeness of the data of each class, as the number of cases studied is relatively small (Tab. 2). However, we understand that the information have any
relevance now pointing indicators for future work. These data when divided into age classes can only be regarded as preliminary raise the possibility of being the youngest and the oldest the least available.

Still in relation to the last two columns of Tab. 1 it is apparent that the prior use of the technology of face recognition authentication does not decrease, on average, the number of attempts that the user is available to accomplish, perhaps because the registration in a face recognition system always involves repetitions of the capture process.

The results obtained were reassessed limiting our study to the first 12 trials (when they exist) of the users. In none of the studied parameters were found differences of more than one second, so it is concluded that users who have tried more than 12 times did not significantly change their behaviour over time.

**Table 1: Results of the assessment of availability for enrolment**

<table>
<thead>
<tr>
<th>Number of attempts</th>
<th>All</th>
<th>Masculine</th>
<th>Feminine</th>
<th>Already used</th>
<th>Never used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>21</td>
<td>9</td>
<td>44</td>
<td>13</td>
<td>26</td>
</tr>
<tr>
<td>Minimum</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Maximum</td>
<td>152</td>
<td>61</td>
<td>152</td>
<td>66</td>
<td>152</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>37.75</td>
<td>14.92</td>
<td>55.70</td>
<td>23.47</td>
<td>42.80</td>
</tr>
<tr>
<td>Minimum time</td>
<td>&lt;1</td>
<td>&lt;1</td>
<td>&lt;1</td>
<td>&lt;1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>Maximum time</td>
<td>639</td>
<td>639</td>
<td>94</td>
<td>355</td>
<td>639</td>
</tr>
<tr>
<td>Mean of mean times</td>
<td>86</td>
<td>128</td>
<td>8</td>
<td>100</td>
<td>62</td>
</tr>
<tr>
<td>Standard deviation of mean times</td>
<td>121</td>
<td>133</td>
<td>13</td>
<td>127</td>
<td>93</td>
</tr>
</tbody>
</table>

**Table 2: Results by age group of the assessment of availability for enrolment**

<table>
<thead>
<tr>
<th>Number of attempts</th>
<th>as23</th>
<th>24≤as27</th>
<th>28≤as31</th>
<th>32≤as35</th>
<th>36≤as39</th>
<th>as≥40</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>19</td>
<td>9</td>
<td>9</td>
<td>-</td>
<td>-</td>
<td>152</td>
</tr>
<tr>
<td>Minimum</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>152</td>
</tr>
<tr>
<td>Maximum</td>
<td>119</td>
<td>17</td>
<td>21</td>
<td>26</td>
<td>-</td>
<td>152</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>34.87</td>
<td>5.2</td>
<td>10.12</td>
<td>-</td>
<td>-</td>
<td>32.97</td>
</tr>
<tr>
<td>Minimum time</td>
<td>&lt;1</td>
<td>&lt;1</td>
<td>&lt;1</td>
<td>&lt;1</td>
<td>&lt;1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>Maximum time</td>
<td>422</td>
<td>639</td>
<td>297</td>
<td>-</td>
<td>38</td>
<td>572</td>
</tr>
<tr>
<td>Mean of mean times</td>
<td>118</td>
<td>30</td>
<td>37</td>
<td>-</td>
<td>3</td>
<td>140</td>
</tr>
<tr>
<td>Standard deviation of mean times</td>
<td>146</td>
<td>27</td>
<td>62</td>
<td>-</td>
<td>-</td>
<td>147</td>
</tr>
</tbody>
</table>

5. Conclusion

This article contains preliminary results because the sample is not large and did not address other biometrics. For example, there is the idea that people have slightly different behaviour in a biometric system by face recognition, because there is a mirror effect that will entertain the user.

The biometrics that was used in this work is the closest to others in which we have particular interest and we are looking at in terms of acceptance by the population, so the results of this work are very useful in that context. As future work we intend to do similar studies regarding other biometrics.
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Abstract: The Trusted Platform Module (TPM) has been heavily criticized because it is accused of taking control over a personal computer from the owner. Interestingly and ironically this is what should be achieved - to some extent - with the system described in this paper: Control should be taken from the cloud service provider (CSP) - which is the owner of the host system with the TPM - and given to the cloud service customer. Naturally, the CSP should still be in control of its host computer system but customers should retain control over their data and virtual machines even when processed on the CSP’s machine. The proposed system should enable customers to trust that their data cannot be read or manipulated by the CSP. Mandatory Access Control (MAC) prevents the CSP (including its administrator) to gain control over virtual machines processed on such a trusted system. The customer can be sure that the CSP’s platform is what it claims to be. This assurance is based on Trusted Computing (TC)-technology and third party attestation that the platform of the CSP is based on a verified, tested and/or certified trusted system. This way the trust relationship between customer and CSP is not only based on personal acquaintance and contracts between customer and CSP. The trust relationship is based on both technical and organizational measures. Technical measures are MAC and TC-based technologies (TPM, integrity measurement and attestation). The organizational measure is an ecosystem extending the technical measures and consists of CSP, customer, operating system (OS) developer and a trusted third party (TTP) that tests, verifies and/or certifies trusted systems. A prototype shows that it is possible to build a system that enables cloud customers to trust that the CSP cannot access their virtual machines. Since trust should not be regarded from a technical viewpoint only, findings from social psychology and information sciences are also considered when discussing perception of trust of the cloud customer, and acceptance of cloud services.

Keywords: trust, cloud security, trusted boot, TPM, mandatory access control, attestation

1. Introduction

Cloud customers who process or store their data in the cloud want to have the same level of security as on a locally hosted system. Security comprises confidentiality and integrity of customer data. Since - in all but a handful of cases - customers cannot physically access the premises of the CSP, they cannot ascertain that the infrastructure including the host OS and virtual machine monitor of the CSP is what the CSP claims it to be. There should be a way for the CSP to prove that its infrastructure - BIOS, boot loader, host OS and virtual machine monitor (VMM) - is in a known and trusted state. Research of the last decade has produced many publications that suggest trusted boot, integrity measurement and remote attestation as a means of gaining this proof (Sailer et al., 2005; Santos et al., 2009; Schiffman et al., 2010; Neisse et al., 2011; Santos et al., 2012a; Bouchenak et al., 2013). These publications mainly focus on the technical issues on the CSP’s premises to create such a trusted cloud system.

1.1 Trusted boot and integrity measurement

In the following a short overview of the technologies upon which the trusted cloud system is based is given: Trusted Computing Group (TCG) (2006) describes a process called Trusted Boot, which is based on Integrity Measurement (TCG, 2007). The basic idea is that each part of the computer system is measured before it is executed. Measuring means calculating a hash value of the binary. The measured values are stored in platform configuration registers (PCR) in the TPM. PCR values can only be written to by using the following extend operation: PCR = SHA1 (PCR | | data) i.e. concatenate the PCR value with the data, hash the concatenation and store the result back to the PCR. Thus, a PCR value depends on all values that were extended to this PCR since the system was started.

Figure 1 shows the integrity measurement process. The measurement chain is started with the core root of trust for measurement (CRTM). The CRTM is part of the TPM and, thus, the initially trusted hardware part. The CRTM measures the BIOS code (1), saves the value in the TPM by extending a PCR (2), and then transfers execution to the BIOS. The BIOS measures the bootloader code (3), extends the measured value to the PCR (4),
after which the bootloader is executed (5). The bootloader measures the kernel code (6), extends the measured value to the PCR (7), after which the OS is executed (8). The kernel can measure application code (9), stores the value in TPM (10), and then executes the application (11). Applications can be measured and executed consecutively (12)-(14).

**Figure 1:** The measurement flow (Based on TCG, 2007)

### 1.2 Integrity reporting and attestation

After measurement, it must be possible to securely request the PCR values. TCG (2007) calls this process *Integrity Reporting*. Each TPM has credentials embedded. These credentials are encryption keys that are permanently embedded in the TPM by the TPM manufacturer. Integrity reporting and the credentials allow for *remote attestation*. Remote attestation allows a remote entity to request proof that a system is based on a genuine TPM and that integrity values are received from PCRs of a TPM. Remote attestation is based on digitally signing the integrity values.

Figure 2 shows the simplified process of integrity reporting: The challenger is the entity that requests the PCR values. It creates a nonce using a random number generator (RNG). This nonce is sent to the TPM. The TPM concatenates the nonce and the value of the requested PCR and hashes the result. This hash is signed using a signature key, which is generated from the Storage Root Key. The signature is sent back to the challenger. The challenger creates a hash from the concatenated nonce and reference PCR value. If the reference hash and the received hash are the same, the integrity of the PCR value is verified.

**Figure 2:** Integrity reporting (Based on TCG, 2007)
Using a CRTM, trusted boot, integrity reporting and attestation, the remote entity can be sure that the individual parts of the system which were executed consecutively during startup produced specific integrity values when measured.

2. Weakness and issues with trusted cloud computing based on integrity measurement and attestation

Khan, Rehman and Anwar (2011), Zhang et al (2011), Neisse, Holling and Pretschner (2011) and Selhorst, Stüble and Teerkorn (2008) have developed prototypes that perform trusted boot, integrity measurement and attestation. Different open source projects (IMA, tboot, xmhf) allow code to be downloaded and to build systems based on trusted boot, integrity measurement and attestation.

Nevertheless, such Trusted Computing (TC)-based systems could not prevail in commercial cloud implementations. Amazon AWS offers a system called CloudHSM, which - at first glance - seems to be based on a similar hardware as the TPM. The Hardware Security Module (HSM) that AWS uses is Luna SA. The aim of CloudHSM is not trusted boot but to provide a “secure key storage and cryptographic operations within a tamper-resistant hardware device”. (Amazon Web Services, 2013)

To the best of our knowledge there is no commercial CSP or cloud implementation that uses TPM, TC technology and/or trusted boot. The question arises: Why does no CSP use or offer TC technology after almost a decade of research and many (big) companies supporting TC? TCG (2014) gives a list of the members of TCG.

In the following deficiencies of such TC-based systems and (possible) reasons for the reluctance of using and installing such systems in commercial or open source cloud systems are enumerated; solutions to the issues are also listed.

- **The static nature of attestation**: the difficulty of changing or updating (operating) systems that should be attested is described in Sadeghi and Stüble (2004). Each update or patch of an OS forces to create and publish new PCR values.

- **The size of the trusted computing base (TCB)**: The TCB is the part of a TC-based system that must be measured before it can be executed. A huge size of the TCB leads to performance degradation of the overall system since measuring - which is based on hashing - and the TPM extend operation takes time. Experiments of Neisse, Holling and Pretschner (2011) suggest that time necessary for measuring is proportional to the size of the file. Many publications try to overcome this issue by minimizing the size of the TCB: Steinberg and Kauer (2010) built a small micro hypervisor called NOVA, which is the TCB in their system. Murray, Milos and Hand (2008) propose disaggregation to minimize the TCB. Bleikertz et al (2013) base their system on a small trusted domain builder.

- **Information leakage**: Revealing information about the host OS is not recommended. Malicious users who know details about the OS could potentially use found vulnerabilities (Santos et al 2012b). Sending PCR values to a challenger during attestation and knowing the code that created the reference values reveals all details of the host OS. Sadeghi and Stüble (2004) introduced *property-based attestation*, which allows attesting properties and not binary code. Chen et al (2006) developed a protocol for property-based attestation.

- **The complexity of TC-based systems and - as a consequence - low acceptance by customers**: It will be hard for a computer user or, in our case, a cloud customer who is not an expert in the field of IT security or TC technology to understand attestation-based and TC-based systems. If users understand all the details of a system, the level of trust in such systems usually is higher than if the systems are highly complex and the details are not or only vaguely understood. McKnight et al (2002) calls this category of trust *Situational Normality-Competence*, which is a subcategory of *Institution-Based Trust*. They showed that Situational Normality-Competence has a high influence on Institution-Based Trust. The level of trust can be increased when experts and/or highly respected organizations recommend trusting and using such systems. McKnight et al (2002, p 354) propose different strategies depending on the experience and knowledge of end users. If the end user is less experienced, they advocate that “clear explanations of structural and technological safeguards may be used to promote institutional trust”. For more experienced users they propose “such mechanisms as endorsements from respected customers, seals of approval from professional associations[...]”.
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Low usability: Usage of and trust in attestation-based cloud computing is adversely affected by low usability (Jarvenpaa, Tratinsky and Saarinen, 1999), (Heijden, Verhagen and Creemers, 2003). In the prototypical implementations mentioned above, the cloud customer has to compare the PCR values by hand. However, it would be unreasonable to ask the average customer to do so. Therefore it is proposed that additional software should run on the local computer of the cloud customer. This software is called Cloud Attestor and Advisor (CAA). CAA needs to be integrated with the TC-based attestation system running on the CSP’s premises. CAA compares the PCR values received during the attestation process with the integrity values published by a trusted third party. CAA software is what the customer directly interacts with. Therefore trust level of customers into CAA must be very high.

(Missing?) Recommendations and reputation: In the following CAA is compared with antivirus software since both perform security-relevant tasks, both download comparative data from a remote entity – called signature files in antivirus software - and both must be trusted by end users if end users should accept them. Antivirus and anti-malware software is well established. A study of McAfee (2012) shows that 83% of participants of the study have working security protection, which includes antivirus software. 39% of the participants in a study from McAfee (2011) answered they use free software for security protection purpose. Many computer users do not care or do not have the knowledge to care about the details of any found malware. Gross J. and Rosson M. (2007) discovered in a survey that 58% cannot distinguish between virus and worm and 25% of them are not even aware they have a virus scanner on their system. The antivirus software installed on the local system receives malware signatures from a central malware signature database. This signature database (as well as the software) comes from a trusted entity. The same should be implemented in TC-based and attestation-based cloud ecosystems: trusted reference values for PCRs are downloaded from a separate trusted entity and the local (trusted) software handles the necessary attestation and integrity checks. It should be emphasized at this point that most users trust antivirus software without detailed knowledge about the technologies behind it. The following question arises: Where does the high trust level result from? The hypothesis of the authors is that the contributing factors are recommendations by experts and/or the media, usability and the reputation of the companies developing the protection software.

3. The five pillars for trusted clouds

The authors propose an ecosystem for Infrastructure as a Service (IaaS) cloud that extends the technical controls (trusted boot, measurement and attestation, MAC) with the help of a trusted third party and an (indirect) certification and audit system: A trusted third party certifies that the software (including bootloader, OS and VMM) the CSP is using conforms to specified security requirements. The TTP has the task to test and check that the BIOS, bootloader, host OS and the virtual machine monitor conform to specified requirements defined in advance. The TTP does not have to check this on the physical premise of the CSP. The test, check and audit of the system can be done locally.

The attestation that the CSP is using the specific certified system is done using trusted boot, a chain of trust, integrity measurement and remote attestation. To confine the root user, a MAC system is integrated in the CSP system.

The secure and trusted ecosystem should be based on five pillars; the first four are technical measures, while the last pertains to the organizational architecture:

1. Hardware root of trust: Our system is based on the TPM. This part of our ecosystem is specified in the TPM main specification of TCG (2011). It should be possible to use any hardware root of trust that has the possibility to measure upper layer firmware or software and is able to store the measurements in a secure (tamper-proof) way. The CSP and the consumer must trust the hardware root of trust.
2. A complete chain of trust during trusted boot: It is essential for the overall security and integrity of the ecosystem that the chain of trust has no gaps between the individual blocks that are measured and executed. This has been described by Kauer (2007) and Martin (2008). Trusted boot has been introduced in section 1.1 and is described in TCG (2006).
3. Integrity Reporting and Attestation: This has been introduced in section 1.2. Details can be found in TCG (2006) and TCG (2007)
4. MAC to confine users including the root user: Regarding possible adversaries against a cloud system, it has been discovered that insider attackers are among the nine most critical threats to cloud systems (Cloud
Security Alliance, 2013). Since administrators (root users in Linux systems) usually have all access rights, the root users are the most powerful insiders and thus - if they are malicious - the most critical insider attackers. Thus, a trusted cloud ecosystem must ensure that a malicious root user cannot harm the system, steal data or engage in any other malicious activity. Shashidharan and Jitesh (2011) suggest using a MAC system to confine the root user. Nahari (2007) describes a system that combines MAC, trusted boot and embedded Linux. Sailer et al (2005) integrated a MAC system into a Xen hypervisor. Bleikertz et al (2013) consider five actors in their model as being possible adversaries, one of them being the root user. Their protection of the cloud against root users is based on MAC for low-level resources and on a de-privileged Dom0. In a typical Xen implementation Dom0 is the domain that allows direct interaction with the hypervisor. Dom0 allows for starting, stopping or managing other domains.

5. Trust Ecosystem: The author's contribution will focus on the ecosystem surrounding the technological base on the CSP's premises. The authors advocate separating the entity that assumes the role of the challenger in figure 2 and the entity that reviews the code used for the platform.

The former is software on the cloud customer site (CAA) and deserves closer attention since this is what the customer interacts with; the latter is a TTP that reviews code, creates digital signatures of the binaries and publishes these reference integrity values. In the following section the complete trust ecosystem is described in detail.

4. The trust ecosystem

To explain the two entities - introduced with the fifth pillar in section 3 - the ecosystem is compared to code signing combined with public key infrastructure (PKI). In a PKI a digital certificate signed by a certificate authority – the TTP - attests authenticity of the public key of the certificate holder. A software signature is an encrypted hash of code. Signing is done with the private key of the signer. The corresponding public key is authenticated with the certificate.

The similarities between our trust ecosystem and PKI are that both use code signing and both require a TTP. The main difference is the category of trust that is provided: PKI provides identity trust; our system should provide provision trust.

PKIs do neither guarantee anything about the reliability of the certificate holder nor state anything about the quality of service provided by the certificate holder. But the certificate increases the level of trust. Josang et al (2007) describes categories of trust, two of them being identity trust and provision trust.

In our trust system identity trust is a prior condition but provision trust is postulated as well: The cloud customer should be enabled to trust that the platform of the CSP is reliable and that confidentiality and integrity of the customer’s data is assured. To achieve provision trust in our cloud ecosystem an additional entity is introduced. The term Trusted Third Tester (TTT) is used for this entity because it is more than a TTP in a PKI, which provides only for identity trust. The TTT checks, tests, reviews and/or audits the software platform that is used by the CSP. If the trust level in TTT is high, trust in CSP can be improved if technical pillars 1 to 4 from section 3 are implemented and used in the ecosystem.

Figure 3 gives an overview of our proposed ecosystem: (1) The developer develops the OS, the bootloader or the firmware. Examples for this entity are the open source community or a commercial software company. If it is the open source community there must be a coordinating organization that requests certification and code review from the trusted third party. (2) The TTT tests, verifies and audits the software. The TTT can be the open source community, a commercial or a (semi-)governmental organization. (3) The TTT signs and publishes the integrity values. (4) On the premises of the CSP the specific VMM and/or host OS is running. Each physical host of the CSP is equipped with a TPM. (5) and (6) comprise the integrity reporting process from figure 2. CAA software is the challenger, the TPM responds with signed PCR values. (7) CAA compares the PCR values received from TPM with the reference values received from TTT in (3).

In contrast to the entities from figure 3 the entities enumerated in TCG (2006) are not specific to cloud systems but cover general trust infrastructures.
5. Implementation

The authors are working on a prototype of the overall trust ecosystem. Up to now the software that runs on the CSP’s site is implemented. The prototype is implemented using open source software: It is based on a Linux system (Debian 7.2.0) including SELinux. Integrity measurement architecture (IMA) and software for TPM usage allow for trusted boot and attestation. Figure 4 gives an overview of the architecture.

Figure 3: The trust ecosystem

Figure 4: Architectural overview of the prototype

In the following the building blocks of figure 4 are listed and described. The software is either part of the Debian distribution or it can be downloaded from sourceforge.net with the exception of the Local Attestation Tool.

- TrustedGRUB is an extension of the GRUB bootloader to allow for trusted boot.
- IMA module is a kernel module that allows for integrity measurement. It was first presented by Sailer et al (2004).
- TPM Driver is a kernel device driver for Linux that enables the TPM.
- SELinux is a MAC system.
- KVM is a full virtualization solution for Linux.
6. Conclusion and further research

Missing trust in CSPs is one of the key inhibitors for further acceptance and propagation of cloud technologies (Gupta et al., 2013). TC is one of the most promising technologies to establish trust in cloud systems. Furthermore, cloud systems are one of the most appealing applications of TC. To promote TC in cloud systems, further research is needed that combines technical solutions with findings from behavioral science, social psychology and usability research.

Many publications and surveys exist that analyze intentions and trust of users of web stores, web services or Internet auctions. There are also publications that analyze trust in cloud systems (Usitalo et al., 2010; Pearson and Benameur, 2010; Pearson, 2013). However, further research is necessary to be able to transfer these findings to the field of TC-based cloud computing.

The reputation of web service providers is an influencing factor for the level of trust (Jarvenpaa, Tratinsky and Saarinen, 1999). Assuming that online stores and cloud platforms basically have the same trust factors, the following actions are needed: Organizations (TTTs) able to perform diligent tests and reviews of source code of cloud platforms should be established. Trust in these organizations is fundamental. To increase the reputation of – and as a consequence trust in - these organizations, experts from the scientific community or governmental organizations should promote and recommend TTTs.

The open source community could also be a TTT. It is predestined to perform reviews of open source code for cloud systems. Reviews can be performed decentralized but the creation, signature and publication of integrity values should be done by one central organization, which has to be trusted by customers. One key advantage of the open source community being TTT is the fact that it is not mistrusted as some governmental organizations currently are as shown by a survey of Pew Research Center (2013).

Heijden, Verhagen and Creemers (2003) state that there is a strong positive correlation between the size of an organization and its level of trust. Separating the developer, CSP and TTT allows small-sized CSPs – which usually are less known and thus less trusted – to become “certified” by TTT. TTT attests that this CSP uses a trusted platform, thereby increasing the trust level into the CSP.

Our ecosystem provides no solution to the problem of information leakage when using binary attestation. Property-based attestation should be integrated with the ecosystem. Kostiainen, Asokan and Ekberg (2011) enumerate deficiencies of property-based attestation, one of which is the required existence of a TTP. Our ecosystem already contains such a TTP.

A factor that could increase trust in the proposed TC-based system is usability. Karppinen (2012) states that “ease of use has the biggest effect” on trusting cloud services. In the discussion section of Roy et al. (2001) it is stressed that certain usability criteria are key factors for high trust levels. Further research and action is needed to improve user experience.

In our prototype attestation is done using the Local Attestation Tool. This should be extended to allow for remote attestation. In section 2 it was stressed that such CAA software is what the customer directly interacts with; therefore special focus must be put on the usability of CAA.

TC-based cloud technologies are adversely affected by mistrust in TPM. One of the reasons for this mistrust is that TPM often is used synonymously with digital rights management (Schneier, 2005; Law, 2006). To counter such arguments clear explanations of the technologies are essential. It should be emphasized that TPM - when used for remote attestation - does not prevent the usage of any software product or vendor. It is the cloud customer who decides whether or not to send his data or virtual machine to the cloud.
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Abstract: Lithuania, like other European countries is constantly faced with low civil engagement, for example, involvement in decision making processes, the electoral process, volunteering, etc. Despite the various policies and strategies of European Union and the state level to grant the priority of interactions of governance and inhabitants, the situation remains the same. In order to reveal the main reasons for general low participation, many scientific researches covering different aspects were done. This article focuses on the analysis of the legal concerns constantly raised by scientists and respondents of public opinion survey on what restricts the broad involvement of virtual communities in civil activities. As a result, the main legal risks in this context in Lithuania are identified. For this systematic and comparative analysis, generalization, document analysis were completed and combined with results of quantitative research from Lithuania. Aspects such as privacy, security of personal data, demand for identification, internet censorship are discussed. The results of the research prove that security is among the top 5 reasons that prevent participation in virtual communities. While active users of virtual communication are mostly worried about threats for personal data, for intellectual property and violation of rights and obligations. The topic is related to cyber security as it identifies the legal risks for the members of virtual communities acting in Internet and must be considered as relevant to the issues of cyber intelligence and security. The value/novelty of the article is to identify the legal threats associated with using such social technologies as virtual communities for promoting the inclusion of society into the decision-making process, taking into account that existing situation and public opinion in Lithuania is not yet analyzed. The methodology and results might be used as a case or part of comparative analysis in other European countries that face the same problems.
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1. Introduction

Cyber security issues, within the context of civil engagement, are important aspects, which must be analysed and discussed in the field of science and practice. Various social technologies have created possibilities for society members to communicate despite the physical distance, therefore the new opportunities have brought high prospects for more sophisticated crimes and other violations of rights and obligations of users, administrators and states, as regulatory bodies. This article connects several independent fields of research: social technologies, civil engagement, collective intelligence and cyber security in order to reveal the main threats of using social technologies during the process of engaging society into socially responsible activities.

Most people today do not imagine their life without social technologies. We are used to sharing information, communicate, pay taxes, host contests, buy and sell goods on web. Executive Director of Google, Eric Schmidt has stated that technologies are no longer about hardware or software, but “about mining and use of enormous data to make the world a better place” (Morozov, 2013). So the big part of everyday life routine has already been transferred from physical reality to virtual. As the second level of such transformation, is directing new technologies towards creation of greater welfare. Face-to-face interaction is not fading away nor there is increasing isolation of people in front of their computers (Castells, Cardoso 2005). On the contrary, Internet users are more social, have more friends and contacts, and expected to be more socially and politically active than non-users. Especially as the anticipation of the younger groups of the population substantially increase sociability by the new forms of wireless communication (e.g. mobile phone). Communication on the Internet by means of Web 2.0 and social media tools has develop new forms of collaboration, group knowledge, on-line Collective Intelligence (Malone, 2010, Salminen, 2012), social networking (Gunawardena et al., 2005). The process of creating innovative technologies socially oriented goals has become one of the competitive advantages for organisation and communities. This tendency is sensed even from Silicon Valley motto change (from “innovate or die” to “ameliorate or die”) where emphasis is on abilities to change things and to get humans to behave in more responsible and sustainable ways in order to maximise efficiency (Morozov, 2013). Previous documented attempts to create better opportunities for greater welfare, and other innovations, are accompanied with many risks. While people act on the web, they
must also preserve their personal data; refrain from certain actions, which may violate rights of other people and so on. Such risks form a big part of the research field of cyber security, which leads to the necessity to explore this question broader and in an interdisciplinary manner.

The present article focuses on the legal issues of cyber security that were identified during the empirical research on the involvement process of virtual communities in different civil activities. Aspects such as privacy, security of personal data, demand for identification, Internet censorship are discussed. The purpose of the article is to analyse the legal concerns, often raised by scientists and respondents of public opinion survey, held in 2013 in Lithuania, on what restricts the broad involvement of virtual communities in civil activities. As a result the main legal risks in this context in Lithuania are identified. For this systematic and comparative analysis, generalization, document analysis were done and combined with results of quantitative research (social opinion survey) from Lithuania.

The legal threats of using social technologies as virtual communities to promote the inclusion of society into decision making, especially with focus on collective intelligence, taking into account existing situation and public opinion in Lithuania, were not yet analysed. The methodology and results might be used as a case or part of comparative analysis in other European countries that face the same problems.

2. Background of the research

2.1 Main concepts of the research: collective intelligence, civil engagement and cyber security

One field where application of innovative technologies builds bridges for new quality of social decision making is activity of virtual communities, which leads to the emergence of collective intelligence. The concept of collective intelligence may be revealed by taking into consideration the few main characteristics: a) it is an activity for a group of people; b) it is an activity which is oriented to create or decide something; c) the results of such activity is more effective than individually proposed decisions (Tvaronavičienė, Paražinskaitė, 2013). In brief, collective intelligence may be defined as the collective, intellectual activity of a group of individuals (Malone, Laubacher, Dellarocas, 2009). Collective intelligence, which emerged in the activities of virtual communities, is a new quality of civil engagement that grants more effectiveness and compliance with societal needs. Civil engagement refers to the ways in which citizens participate in the life of a community in order to improve conditions for others or to help shape the community’s future (Adler, Goggin, 2013). The interaction between social technologies and civil engagement creates an environment, where collective intelligence has all opportunities to emerge and be used. Actually, it is one of the most modern examples of social technologies working towards a better future. Of course good intentions of the generators usually build high opportunities, thus the realization and active usage of social-oriented production, as well as other ones in virtual space, have many risks. Most of them are the issues of cyber security, which in a broader sense may be understood as protection against disruption and misuse of Internet facilities (Gradi, Parisi, 2006). Risks and responsibilities in the hyper connected world are among number one topics in the world. The initiatives to make institutions more cyber resilient and creating models for protection from cyber-attacks are becoming less effective despite the efforts (Chinn, Kaplan, Weinberg 2014). In concluding the context of this article, it is necessary to state that social technologies as a medium between people and bodies to make decisions, has not only created comfortable platforms for spreading the ideas, but also presented opportunities to evaluate and improve individual ideas and convert them into collective intellectual productions, which due to synergistic effects has undoubtedly new quality and applicability. Thus for broad application of it, attention must be paid towards cyber security issues in order to develop a safe and reliable environment for people, who wish to engage and generate ideas for the greater welfare of society.

2.2 The current state of civil engagement in Lithuania

Lithuania, like other Central and East European countries, is often faced with low civil engagement. According to the results of public opinion survey (Vilmorus, 2013) majority of respondents (Lithuania residents) are not active in participating in activities connected with civil engagement. For example during the last five years, only 12 per cent of respondents have signed petitions or have taken part in commenting on the web some social, political or economic questions, only 9 per cent of respondents were involved in public discussions as well as only 4 to 8 per cent of respondents were involved in other civil activities (protests, demonstrations and etc.). Taking in consideration the participation in activities of various organizations, people are mostly involved in leisure interests groups (about 26 per cents) when compared to 4-13 per cent that are involved in religious,
NGOs and political organizations. Despite the fact that a majority of respondents confirmed that Lithuanians are too passive in the field of civil engagement, experience shows, that these issues are not personal priorities for them, individually.

Bearing in mind such low engagement numbers, it is obvious that society needs encouragement for more active participation. One of the ways to accomplish this is to present more opportunities for engagement in the resolution of civil issues using social technologies. An insufficient usage of social technologies is often identified as one of the main factors, why persons nowadays do not participate in socially oriented activities (Hampton, 2012; Foth et al 2011 and etc.). Social technologies no doubt create easier access for community members to participate in different decision making processes. This issue must be reasonably analysed since the fact, that social technologies are accessible to a majority of the residents. In the third quarter of 2013 more than 75 per cent of Lithuanian residents (age 16-74) were using computers and the Internet, with more than 28 per cent of residents using the Internet from their portable devices such as mobile phones or tablets (Information Society Development Committee under the Ministry of Transport and Communications, 2013). Moreover, Lithuania according to FTTH Council Europe, in 2012 still remains the leading country in Europe with the number of households using fiber-optic Internet. Taking into consideration the factors of low civil engagement and high Internet accessibility, it may be concluded that all opportunities for transferring civil engagement activities do exists. Thus despite this, it is worth to draw attention towards the existing situation in the field of virtual communities and networks in Lithuania. The growth of the number of virtual socially oriented communities is often observed. Therefore most new players that are not connected with government sector or other institutions authorised to make decisions, contributes to the fact, that a larger part of initiatives remain unrealized (Mačiulienė, Leichteris, Mačiulis, 2013). Of course such lack of functionality, leads to declination of trust. The mentioned issues thus provides a basis for exploring the field of virtual civil engagement more, with a focus on the reasons, that discourage individuals to involve themselves in virtual communities for social-oriented activities.

2.3 Opportunities of social technologies application for civil engagement

The above concluded propositions, actually present opportunities but not a guaranteed realization of broad application of social technologies for socially oriented activities. In Lithuania usage of social technologies has one paradox: residents enjoy using technologies for work, leisure and personal every day needs, but most of them are not active users of various socially oriented platforms. If more than 75 per cents of residents (age 16-74) have access to Internet (IVPK, 2013), why are there 4-12 per cents of population involved in socially oriented activities (Vilmorus, 2012)? The low level of civil engagement in Lithuania has encouraged authors to perform theoretical research, which aims to identify the main risks of developing collective intelligence in network society (Skaržauskiene et al. 2013). The theoretical research showed, that frequent involvement in virtual communities meet risks such as information disclosure, infringement of privacy, threats for personal data, threats for intellectual property, censorship (possibly initiated by administrators or State) and other type of violations of rights and obligations (for example hate crimes, committed in virtual space). Systematic analysis of these five major risks, states that all of them are within the field of investigation of cyber security. According to the results of previous theoretical research, 13 prepositions for public opinion survey are presented (see Table 1).

Table 1: Prepositions for public opinion survey on cyber security related issues

<table>
<thead>
<tr>
<th>No.</th>
<th>Proposition</th>
<th>Cyber security issue</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Participating in virtual communities is fully safe, as participation in social – political activities in real life</td>
<td>All issues</td>
</tr>
<tr>
<td>2.</td>
<td>Members of virtual communities should not be afraid of violation of their rights</td>
<td>Other type of violation of rights and obligations</td>
</tr>
<tr>
<td>3.</td>
<td>Personal data security is fully ensured during the participation in virtual communities</td>
<td>Threats for personal data</td>
</tr>
<tr>
<td>4.</td>
<td>The rights of intellectual property are fully observed taking a part in virtual communities</td>
<td>Threats for intellectual property</td>
</tr>
<tr>
<td>5.</td>
<td>The freedom of speech is fully guaranteed acting in virtual communities</td>
<td>Other type of violation of rights and obligations</td>
</tr>
<tr>
<td>6.</td>
<td>State controls the content of Internet</td>
<td>Censorship</td>
</tr>
<tr>
<td>7.</td>
<td>There is much more intolerance and defamation in virtual space to compare with real life</td>
<td>Other type of violation of rights and obligations</td>
</tr>
</tbody>
</table>
3. Methodology and results of the research

3.1 Methodology

In striving to identify the importance of different legal threats of using such social technologies as virtual communities to promote the inclusion of society into decision making, we conducted a quantitative survey. A public opinion and market research company executed the survey in November – December 2013. The main goal of quantitative research was to ascertain the amount and level of involvement and participation of residents in the process of generating collective intelligence. 1022 residents were polled (478 male and 544 female) age 15-74 of all districts (cities and rural areas) of Lithuania, which guarantees a statistically reliable sample (with the confidence level of 95 percent) of the Lithuanian population. Public opinion survey was carried out using the method of direct interview at respondents’ houses, using computers. For the households and respondents, random stratified selection was used. Interviewed respondents represented the overall Lithuanian population by the major socio-demographic characteristics (using stratified random sampling, with special reference to the participation in the shaping of collective intelligence factor).

3.2 Results of the research

An original research instrument was designed and included these main sections: I – the level of interest in social technologies; II – the level of knowledge about the virtual community projects tackling societal problems; III – the content of the process of participation in virtual community projects; IV – the level of satisfaction in virtual communication. Results of the survey once again confirmed that active exploitation of Internet resources by the Lithuanian population as 44 percent of respondents use the Internet every day, other 20 percent – at least once a week. On the other hand, it was confirmed that low civil engagement of the majority of those who use Internet (from 59 to 67 percent) for business and private communication, information search, entertainment, financial operations and only 21 percent put some contents for the public (for instance write comments, participate in discussions, create articles and blogs). Those who did not participate in social issues oriented virtually or social networks, justify their passiveness by inadmissibility to this medium of communication (40 percent), lack of interest (36 percent), lack of time (22 percent). Though it was believed that it is a waste of time (9 percent) as is the same important reason for the possible violation of privacy (9 percent of all answers), and almost as important as low level of security (6 percent). The importance of this might be confirmed by the fact, that more than half of the respondents who gave these answers are male and have higher education degree, which means they really understand the essence of risks and their importance. Security is almost an equally important for both users (19 percent) and non users (15 percent) of social initiatives. This contrast might be seen from Figure 1.

An in-depth analysis on the issues related to cyber security was mentioned in previous chapter. To evaluate these issues, respondents were asked to measure on the Likert scale the importance of the mentioned 13 aspects of cyber security as well as averaging of their opinions received. Figure 2, which compares all 13 aspects, shows how, varied the agreements and disagreements with the given statements and the average range of the opinions of respondents. The analysis of the highest four evaluated and four lowest evaluated propositions demonstrates that people are typically worried about threats for personal data and for intellectual property as well as violation of rights and obligations. The significant responsibility of virtual communities’ members and virtual communities’ administrator (both opinion average 4.1) is highlighted, meaning that any type of actions that strengthens this will have to be taken. Not of less importance is the
instance that users might be scared that their identity might be stolen (opinion average 4.1). Finally censorship is an important, key equal essential for detailed regulation for the risk of intolerance and defama
tion (all opinion average 4.0).

<table>
<thead>
<tr>
<th>In your opinion, what is missing the most in virtual communication when discussions are about social-political problems?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Respect to each other</td>
</tr>
<tr>
<td>Culture of communication</td>
</tr>
<tr>
<td>Competencies</td>
</tr>
<tr>
<td>Experience of participants</td>
</tr>
<tr>
<td>Nothing is missing</td>
</tr>
<tr>
<td>Safety</td>
</tr>
<tr>
<td>The sense of such activity</td>
</tr>
<tr>
<td>Serious attitude toward such activities</td>
</tr>
<tr>
<td>Real impact of such activities for decisions in social-political problems</td>
</tr>
<tr>
<td>Real society voice</td>
</tr>
<tr>
<td>Awareness and visibility of such activities</td>
</tr>
<tr>
<td>Topic structure and clarity</td>
</tr>
<tr>
<td>Freedom to express opinion</td>
</tr>
<tr>
<td>Internet availability</td>
</tr>
<tr>
<td>Relevant topics/communities</td>
</tr>
<tr>
<td>User-friendly technologies</td>
</tr>
<tr>
<td>Other</td>
</tr>
<tr>
<td>Do not know</td>
</tr>
</tbody>
</table>

<p>| Users of civic engagement related webpages (n=80) |</p>
<table>
<thead>
<tr>
<th>Non users (n=203)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5%</td>
</tr>
<tr>
<td>9%</td>
</tr>
<tr>
<td>15%</td>
</tr>
<tr>
<td>20%</td>
</tr>
<tr>
<td>25%</td>
</tr>
<tr>
<td>30%</td>
</tr>
<tr>
<td>35%</td>
</tr>
<tr>
<td>40%</td>
</tr>
<tr>
<td>45%</td>
</tr>
<tr>
<td>50%</td>
</tr>
<tr>
<td>55%</td>
</tr>
<tr>
<td>60%</td>
</tr>
<tr>
<td>65%</td>
</tr>
<tr>
<td>70%</td>
</tr>
<tr>
<td>75%</td>
</tr>
<tr>
<td>80%</td>
</tr>
<tr>
<td>85%</td>
</tr>
<tr>
<td>90%</td>
</tr>
<tr>
<td>95%</td>
</tr>
<tr>
<td>100%</td>
</tr>
</tbody>
</table>

**Figure 1:** Reasons affecting low participation in virtual communication with purpose to discuss the social-political problems

**Figure 2:** Results from public opinion survey on importance of cyber security related issues

Analysis of the four least evaluated possibilities also draws an interesting picture. The statements that respondents strongly disagree or disagree only shows the importance for State control over Internet content,
the lack of attention toward intellectual property in virtual communities and the fact that neither people feel safe in virtual space nor they think their data is secured. While evaluating the first statement they agreed with importance of these aspects. Where they disagreed was where their opinion was low on development of these aspects in Lithuania.

4. Conclusions

The growth of application of innovative technologies builds new possibilities and better quality social decision-making. Application of social technologies for collective intelligence that emerge in the activities of virtual communities is a new feature of civil engagement, which grants more effectiveness and compliance with society needs.

Even though good intentions build higher prospects, the realization and active use of socially oriented production in virtual space have certain risks. In previous theoretical analysis (Skaržauskienė et al. 2013), among the identified risks observed were cyber security related ones such as false identity issue, intellectual property issues, and censorship. The main legal problem identified was establishing a balance between privacy and the requirements for identification, as well as the positive outcomes between copyright law and the effect of synergy that are used in Collective Intelligence, between the need to control the content of communication in virtual medium in order to avoid the violation of human rights and the freedom of expression, which is the main advantages of virtual life (Skaržauskienė et al. 2013).

Following this analysis, the article focused on the analysis of legal concerns highlighted by scientists that restricts the broad involvement of virtual communities in civil activities. Theoretical analysis assisted in the concluding of propositions and presented opportunities but not a definitive understanding on the broad usage of social technologies for socially oriented activities.

The public opinion survey done for the research, paid close attention to the key aspects of active users of virtual communication or reasons that keep away non-users from using virtual tools for civil engagement. The national context analysis might be useful for answering why initiatives and models for protection from cyber-attacks are becoming less effective despite the efforts made, as well as emphasizing the reasons of low civil engagement via virtual tools. The results demonstrate that respondents are mostly worried about threats for personal data and for intellectual property as well as about violation of rights and obligations. Yet, respondents stated the importance of State control over content of the Internet, the lack of attention toward intellectual property in virtual communities as well as the fact that neither people feel safe in virtual space nor they think their data is secured. So the research provided a better understanding of different aspects that caused paradoxical usage of social technologies for work, leisure and personal daily needs but not for civil engagement.

These answers clearly emphasize that attention must be paid towards cyber security issues in order to develop safe and reliable environment for people, who wish to engage and wish to generate ideas for greater welfare of society. The research results also prove the necessity for a deeper qualitative analysis to identify the actions, possibilities and motives of the other stakeholders (e.g. virtual communities’ creators, administrators, active users etc.). These are the essential knowledge needed to minimize cyber security related risks required for fostering engagement of society and monitoring the CI emergence in networked platforms that enables significant changes in civil engagement.
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Abstract: The ubiquity of the Internet has become part of everyday life. The Internet allows for the searching of information on topics that are relevant at that particular time. The possession of valuable information by members of a network improves the worth of such members and subsequently increases their influence. Memes refer to pieces of information or message that replicate. Social networking sites on the Internet provide an ideal platform to propagate messages as groups of like-minded people connect with one another and communicate ideas. Messages pertaining to popular, trending or controversial topics become memes on social networking platforms. The design of memes serving as narratives has the potential to create disinformation or create a revolution as in the case of the Arab Spring. Narratives are the use of stories to influence behaviour. Messages could be created for nefarious purposes and if these messages become memes, these malicious messages can replicate at a rapid rate and potentially influence behaviour and action in a negative manner. The converse is also true a positive change could be attained through the propagation of memes designed for that specific outcome. It is essential to understand what factors are required to effectively disseminate memes within a narrative network with the goal to transform behaviour of the members in the social network. As the majority of Internet users indiscriminately trust the content encapsulated within the information highway, a threat exists in which entities with power could influence society. This paper addresses factors that could increase the proliferation of memes within cyber space. A framework is proposed of high-level factors that can be used in the design of a meme so as to increase its proliferation. Thereafter, the paper presents an experiment whereby these proliferation factors were investigated. Overall, the goal of the paper is to demonstrate how messages can be designed to proliferate and potentially influence individuals.

Keywords: influence, narratives, meme, profile, propagation, social networks

1. Introduction

Narrative networks form through the use of stories that help create identity and belonging in a community with shared interests. Already in 2001, Arquilla and Ronfeldt (2001) explained that some narratives can be used for manipulative purposes by trying to create connection in a network. Arquilla states that disinformation, misrepresentation and outright lying are downsides that can result from the narrative level. The creation of unscupulous storylines can unfold in the media. The 9/11 terrorist attacks are a typical example of a potentially negative narrative. Some claim that it was not a terrorist attack but a cover-up from the US government (Woodworth 2014). Similarly, great speculation rages over the cause of the Malaysian passenger plane that disappeared from skies at the beginning of 2014 (Quinn, Branigan 2014). Some part of society could use narratives to frame this event as a conspiracy by the Malaysian government (Adams 2014).

In 2011, the Defense Advanced Research Projects Agency (DARPA) welcomed proposals for the creation of narratives (books, propaganda, stories, that cause people to think) in order to create concealed messages that would influence vulnerable people (Yirka 2011). DARPA is the Pentagon’s division responsible for the development of cutting-edge technology for the USA Department of Defense (Heyes 2012). The proposal requested narratives that could have a powerful influence on human thoughts and behaviour by influencing memory, emotions, judgment bias and personal identity (DARPA 2011). Narratives could potentially influence political radicalisation, violence in social movements and the course of insurgencies. Post (2007) mentions that the Internet has helped to propagate the ideology of right-wing extremism, as well as Islam. Individuals can become enraged by extremist messages and thereafter even resort to computer based attacks. Essentially narratives stemming from the Internet and social networks have the potential to serve the role of weaponisation. Narratives could serve as a weapon to hijack the mind and plant false but believable stories (Heyes 2012).

The evolution of the Internet has given viral messages an enormous boost (Chielens 2002-2003). Movie and television stars, sports, scandals, scientific discoveries and incredible animals are examples of popular topics that go viral over the Internet. However, messages could also be created for malicious purposes and if these messages become memes, these malicious messages can replicate at a rapid rate and potentially influence behaviour and action in a negative manner. A meme is defined as “an idea, behavior, style, or usage that spreads from person to person within a culture” (Merriam-Webster 2014). Melodies, catch-phrases, fashion,
and the technology of building arches are seen as examples of memes (Dawkins 2006). In this research context, the term meme and message is used interchangeably, to convey ideas that could influence another person. In other words memes have now become a popular form of cultural transmission and its main premise is to be memorable, which helps promote its replication.

Blackmore (2000) has explained that people spread memes indiscriminately irrespective of whether they are useful, neutral or harmful. She states that a marvellous scientific idea or technological invention may spread because it is useful but a song like Jingle Bells is not useful but spreads because of its melody. Other memes could also be harmful like chain letters, pyramid schemes or promotions for slimming diets and dangerous medical cures. Thus, by gaining knowledge of what makes a meme, one can also help create awareness against dangerous memes.

Cialdini (1998) discusses the premise of acceptable norms. He explains that preferences are established within the social network and any deviant behaviour will be discouraged by members (Cialdini, Trost 1998). Consequently, if negative norms are created within a social network, malicious behaviour can be promoted and condoned. As is the case with terrorist organisations, negative narratives on their websites and social networks can encourage violent behaviour and dissident acts of protestation and violence. Similarly, the media or other interest groups can create narratives on social networks in the form of memes in order influence behaviour and opinion.

Social media makes it easier to tell stories that contribute to narrative psychology (Renando 2011). Through social media, individuals share their recollections and get feedback, which essentially contributes to narrative psychology. Through these interactions, social media helps develop meaning and identity. The events of the Arab Spring uprising depict the influence of narratives in the social media. Social networking sites were used by activists to publicise the protests in Egypt. Social media - its rise and new activist uses have played a critical role in mobilisation, empowerment, shaping opinions and influencing change (Huang 2011). Therefore, the creation of memes through narratives can help influence behaviour, opinion or viewpoints.

To understand the dynamics of meme propagation on social networks, it is important to study the dynamics of adoption. Kempe, Kleinber and Tardos (2003) state the premise of viral marketing is initially target a few influential members of the network. Similarly, in order to create a meme it will be important to find influential members in a network. Other dynamics can also create adoption and thus the focus of this study will be to determine other factors that influence meme proliferation.

In social networks, users build their social currency and influence by increasing their number of friends/followers together with frequent updates about activities, opinions and interests. If a message is sent out and a personalised response is returned, trust can be strengthened. Automated responses may be unhelpful or suspicious. Thus, the nature of responses and updates can create trust. When an active or popular user has many friends and frequently updates current or useful information, these messages can begin to proliferate at a rapid rate. Memes are considered as information that replicates (Aunger 2002). Popular or trending topics can replicate and then become memes as they are created from the most prevalent or entertaining issues.

Often for a meme or trend to begin, the message needs to be initially propagated to other members of the network. An inactive account or account with no real friends will hardly create enough trust. In addition, the nature of the message also needs to be considered. However, various factors can influence the proliferation of memes. Therefore it is imperative that in order for messages to become memes or trends, certain conditions are present.

This paper discusses the findings from an experiment conducted to determine what initial factors could be beneficial to the development of a narrative network which would utilize memes to effectively disseminate information to members of a network. Initially a framework is proposed that discusses factors that contribute to the proliferation of a meme. Thereafter, the design and results from the experiment are given.
2. Proposed high level framework for meme design

In this section, we address the high-level design of the memes for the proposed experiment. If a person mentions or retweets a message this shows awareness or interest in the issue. Therefore, a mention or retweet can be used to create a meme and stimulate interest and awareness in an issue. A retweet or mention can help attract more followers or proliferate the meme.

To design a meme to be attractive the following factors should also be considered:

- **Newness** – New content or breaking news has a higher probability to propagate between users in a network as users who possess new information have higher status within social groups.
- **Emotional** – Memes that evoke positive emotions, for example happiness and hope could be beneficial to other users. Conversely, the opposite is also true as negative emotions such as in the case of a natural disaster or breaking news could be used to propagate through the network and subsequently inform and influence other users.
- **Enticing** – The use of wording to draw the attention of the reader to the message. The words include “WOW”, “OMG” and “Shocking”.
- **Targeted** – Social networks are created around people who are like-minded and have the same interests. A users within a specific social network build around a specific interest is higher in value if information is disseminated which benefits the group.
- **Richness** – A message can be a combination of text, links to external resources on the Internet and images. The presence of all these would be more of value to the user as more senses of the user are used, which enhances the experience.

Veerasamy and Labuschagne (2013b) explain to determine trust in a social network account, one should consider the activity, friends, information, albums and profile picture of the account. Essentially by studying the profile and activity, one gains information about the behaviour and personality behind the account. This helps build trust in an account. Interaction with an account creates trust and a person is more likely to resend, like or favourite a message from a known account. When a person has many contacts, their social status increases and this may create influence. Influence and enticement can be created through emotive or positive words.

Advertising principles can also provide great insight into the marketing of a topic and the creation of a meme. In his book Contagious Why Things Catch On, Berger (2013) describes a model entitled STEPPS which stands for Social Currency, Triggers, Emotion, Public, Practical Value and Stories. A brief explanation of these insightful principles follows.

The first part of the STEPPS model refers to Social Currency. Social Currency refers to increasing a person’s social status by being knowledgeable about trendy and interesting topics. Social currency can be created through bringing out the novelty through stories and exaggeration. The use of games and loyalty schemes also creates interest. Social currency is created when consumers boast about scheme benefits and promote the game play.

The second principle of the STEPPS model is Triggers. Stimuli and triggers from the environment can help remind people of a certain concept. Frequent stimuli, word association, alliteration and idea linking are all techniques that can trigger a response. In some cases a negative response like a critical review can generate interest as it creates attention to the topic.

The third principle that can be applied from the STEPPS model is the use of Emotion. Emotive words can appeal to the gentle side of people. On the other hand negative words also arouse emotion like anger or outrage. Remarkable topics like scientific discoveries can also create the emotions like awe and amazement. Humour is also a very popular emotionally-enticing technique.

The next principle in the STEPS model is a very simple one: Public. If a concept is not in the public eye it cannot be seen. A rather obvious deduction, it is important to note that if a topic is not placed on a platform that can be seen by many, its message can be lost.
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The second P in the STEPPS model stands for Practical value. Tips for saving time, improving health, or saving money will spread as it provides consumers with a beneficial service. Incredible offers, special deals, health, reviews and education articles are all useful and are thus popular topics to spread.

The last principle from the STEPPS model is Stories. Many people are epic story tellers. The interest that is created out of stories can be used as a marketing advantage. The principle of STORIES can incorporate the other principles of the STEPPS model as well. Stories can be told to create social currency (by trying to look impressive or create envy), for practical value, with emotional arousing tones, as recounts of awe-inspiring tales or to create lessons. Overall, to use this technique make the product/topic part of the story in order to create interest.

Now that the STEPPS model has been explained, the discussion moves on to other design principles that can be applied. Blackmore has explained that memes form from variations and combinations of old ones, either in a person’s mind or when memes are passed between people (2000). Furthermore, Young (2012) has stated that coming up with a completely new idea to go viral may be difficult and in some cases just a matter of luck. Young encourages the use of borrowing an idea that is already popular.

Quodosi (2012) talks about different techniques of creating memes that generates interest. These include:

- Communication: The methodology of memes relies on a simple message that is easy to grasp. Memes are not very text heavy
- Image: Most memes are sent using an image. However, Bernstein (2012) has also shown that videos are very powerful and can also go viral. He explains that many companies succeed in creating memes by using YouTube in their social media advertising strategy.
- Appeal: memes provides some type of appeal which includes fascination to our ego, or amusement and distraction.

Garun (2012) explains that following the right people is a great filter for finding content as it helps see what is viral. By using the judgement of friends and trusted sources, the credibility of the content is increased and promotes viewing the content. Therefore, it is imperative to realise that people rely on the judgement of their trusted contacts.

Moreover, Brandon (2013) discusses various ideas that are helpful for the high-level design of memes that will be used during the experiment (See Section 2):

- Post the same links multiple times: Many users only carry out “drive-bys” on social networks streams and can thus miss viewing some content. It is better to post a link a few times at different zones to ensure that more potential followers can be reached.
- Reciprocate followers and also follow them on social channels: Some followers may not be aware of a person’s handle on a certain channel so it helps to be visible in many channels. Try to users with similar interests or those that are “influencers” (have many followers). A good strategy is to follow influencers as it can help find another league of new followers as well.
- High frequency of interaction with followers: When regularly interacting with followers a relationship can be established. When big corporations provide responses to message, assurance in the brand is built. Similarly, recurring messages helps establish trust and create an open channel for communication.
- Show personality: Automated or random messages can seem impersonal or suspicious. It may seem like a bot has generated them. When creating contacts it is important to show that the user is legitimate and will be using the media frequently. Answer messages directly, follow-up responses or using humour can all establish users as an “influencer”. Staying active and continuous engagement is critical.

Furthermore, Chielens (2002-2003) has stated that in an ideal situation, a replication will have exponentially increasing number of carriers which serve as hosts/ vectors for this replication. Public awareness is essential for creating a viral concept. Godin (2013) explains that a critical aspect of creating a virus is the source of the viral infection. For a virus to proliferate, it needs to come into contact with people. Similarly for a meme to go viral, it needs to have a large number of people to reach. In addition, Godin explains that if there is a specific idea to spread, find the matches that would also be interested in the idea. Targeted message may create a bigger impact as they reach the appropriate audience.
Based on the discussion in this section, Figure 1 shows a high-level summary of the design factors for the proliferation of a meme. Due to the time restrictions of the experiment only three of the STEPPS principles are utilised in the framework (Social Currency, Practical Value and Story-telling). This framework refers to several terms used in the Twitter environment. However, a subset of the principles encompassed can be applied to other social networks. For example, a Retweet correlates to re-posting a message. Followers refer to the number of contacts. “Favourited” is term found on various social networking sites.

**Figure 1:** Meme design framework

This section discussed various factors that can be applied when designing a meme. The next section will therefore discuss the application of the framework in an experiment.

3. Experiment

An experiment was designed to investigate the proposed design factors for meme proliferation. The next few sections describe the design, data collection and analysis of the experiment.

3.1 Design

An “A/B” test was used during the experiment. The main objective of using the “A/B” test is to determine if certain factors were affecting the outcome of each test. The experiment required to be conducted within an established environment with maximum exposure to the Internet society and provide a mechanism to collect data generated during the experiment. The social media site Twitter was selected to conduct the experiment as it provides an effective platform to disseminate memes to all the users. Twitter is used as a broadcasting platform where all Twitter users can view public tweets. A tweet in the context of Twitter is a message that contains 140 characters to convey information in the format of text and in some instances images. In addition Twitter also provides researchers with access to its tweets via an Application Program Interface (API).

Two Twitter accounts “supr3m3travel” and “jillhilljackson” were created for the experiment. These accounts would be individually used to tweet memes that were designed to convey different ideas. Also, the accounts
A data collection system was programatically developed, which would be executed weekly to connect and extract tweet data from the Twitter data sources via the API. In the context of this research, only the creation date, the identification number (ID) of the tweet, the number of retweets, the number of favourites, as well as the number of followers per tweet were collected. The unique ID of the tweet is used as an input to determine the users who have retweeted the tweet. Hence, this would only be determined if the number of retweets for the tweet was higher than zero. A user who retweets a tweet finds the information useful to spread to their network. The number of favourites is an indication of users who found this tweet valuable for future reference and the number of followers indicates the size of the users following. These three metrics provides insight into the influence of the user and subsequently how effective the meme was disseminated. The collection of data was executed weekly as this would allow time for the meme to spread through the social network as Twitter users are dispersed around the globe and operate in different time zones.

A schedule together with the strategy was created for the experiment to conduct an A/B test (See Table 1). This provided a high level description of which actions would be taken during the specified time intervals.

Table 1: Experiment A/B testing

<table>
<thead>
<tr>
<th>Account</th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Strategy</td>
<td>Dates</td>
</tr>
<tr>
<td>supr3m3travel</td>
<td>No interaction with other profiles</td>
<td>2013/10/29 to 2013/11/20</td>
</tr>
<tr>
<td></td>
<td>Message specific to travel</td>
<td></td>
</tr>
<tr>
<td>jillhilljackson</td>
<td>Interactions (Reply) Message covering all fields</td>
<td>2013/11/21 to 2014/01/07</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Memes which focused on travel were created for the Twitter account “supr3m3travel” during the first phase of the experiment. Finally, the memes to be tweeted by each Twitter account were created using some of the factors according to the specified strategy in Table 1. It is challenging to encompass the various design principles when facing word restrictions in Twitter. Applying story-telling, practical value and social currency principles, together with mentions, requests for tweets, emotive words, in conjunction with target specific requirements can be rather difficult using a limited number of characters. In a traditional advertising campaign, word limits may not be so stringent and thus the various principles of the STEPPS model and the design framework can be applied more advantageously. Thus, during this experiment the design factors were applied as far as possible in the context of the environmental restrictions.

The next section describes how the data was collected during the experiment.

3.2 Data collection

The first test (Test A) for both Twitter accounts was initiated on 29 October 2013 and completed on 20 November 2013. The strategy for the Twitter account “supr3m3travel” was to create meme around the theme of travel. This was aligned with the description of the account and subsequently would have increased the account’s creditability as experienced by other Twitter users. Also “supr3m3travel” did not interact with other
Twitter account. In other words “supr3m3travel” did not retweet tweets created by other Twitter users or replied on other tweets. The other Twitter account “jillhilljackson” in turn interacted with other tweets created by other Twitter users and created general messages that were not specific to a topic.

Test B started on 21 November 2013 and concluded on 7 January 2014. The strategy was changed for both Twitter accounts during this phase. During this test the account “supr3m3travel” not only replied to other users but also followed them. The account “jillhilljackson” posted memes that were general in nature. Also no interactions were pursued by the account “jillhilljackson”.

The data collection system described earlier was used weekly to connect to Twitter through the API and extract the requested data. This in turn was sanitized as only a subset of the data was required for this experiment and finally stored within a storage platform. The next section discusses the analysis of the results.

3.3 Analysis

The data sets for both Twitter accounts used during the experiment were graphically illustrated in Figure 2. The data depicted in the figure shows the temporal data collected from 29 October 2013 to 7 January 2014. This shows the number of followers for each Twitter account at daily intervals. Figure 2 shows the growth in the number of followers on the “supr3m3travel” account during the B test. During the B testing, the strategy for the “supr3m3travel” account was to interact more frequently and follow new contacts.

![Figure 2: Growth of number of followers](image)

![Figure 3: Number of Retweets and favourites on “supr3m3travel account”](image)
A low number of retweets and favourites for each tweet created by the two Twitter accounts, were observed from the analysis of the results. However, the number of followers increased substantially for the account “supr3m3travel”. This occurred during the second phase of the experiment. The strategy followed by the Twitter account “supr3m3travel” was to follow other Twitter users, together with the interaction on tweets posted by other users. This strategy showed a significant impact. The strategy resulted in a substantial increase in the number of followers during the second phase (Test B) of the experiment.

Travel related messages were posted on the “supr3metravel” account throughout the experiment. Similarly, generalised messages were posted on the “jillhilljackson” account. Thus, the only metric that was different was the increased frequent interaction and following of other users. This finding provides valuable information to individual users of social networking sites like Twitter whose objective would be to create a following which subsequently could be used to exercise influence on. Another interesting finding was that although the number of favourites per tweet was low, the frequency of other Twitter users labelling the tweets as favourite also increased as the number of followers increased. This indicates that memes posted by the “supr3m3travel” account during that time had value to the users within its follower’s network. In the experiment, not many contacts were initially made in the A test and thus this impeded the ability to have the message viewed and shared. However, during the B test, the number of contacts on the “sumpr3metravel” was increased by interacting and following new contacts. This is turn resulted in a reciprocal following of “supr3m3travel” and subsequently led to cluster of retweets and favourites.

Chielens (2002-2003) has explained that memes have to go through a “battle for the brain” and since there are a limited number of meme-carriers and the large amount of memes, there is a strong competition among memes. This results in some memes being passed on rapidly and others simply are fading away without any attention.

4. Future work

The focus in this paper was on the design and implementation of factors for meme proliferation. Future work will entail investigating the effect of specific factors to determine whether they create a significant influence. This will help in the design of targeted and effective memes. Furthermore, the study can be expanded to the topic of security awareness to determine whether a positive influence can be created using memes.

5. Conclusion

Integration between society and the Internet has achieved critical mass. A member of society relies on the presence of the Internet to conduct daily activities which include leisure and work. As most humans are gregarious in nature the quest for information to improve social status has increased. The Internet provides copious sources of information generated by society. With the birth of Web 2.0 social networks provided a platform which allows for content creation between like minded people on any related topic. It is also in the human nature to implicitly trust the information obtained from reliable sources. However, the Internet is faceless and subsequently not all information is equal and can be nefarious in nature. Narrative networks have
been proposed as a mechanism to influence society. The Internet together with the social networks is ideal platforms to implement narratives networks as part of a propaganda campaign and ultimate behavioural change. The use of memes could improve the successes of narrative networks.

The experiment investigated the initial factors required to establish trust and proliferate the developed memes. An unexpected finding highlighted that reciprocity especially on social networking sites could be used to establish trust. Subsequently the credibility of the user would increase to other members of the network. During the A/B test (the second phase), the account “supr3m3travel” saw a drastic increase in the number of followers once the user “supr3m3travel” interacted with other users and also actively followed other users. The effect of the increase in followers for the user “supr3m3travel” also demonstrated that content posted was perceived as valuable to the network as other users labelled the tweets as a favourite. In other words the influence of the user “supr3m3travel” increased in the network. Conversely the other account “jillhilijackson” did not interact with other members in the network, the number of friends did not increase nor was any tweets deemed as valuable.

The success of memes not only lies within the design but also the platform where the memes are disseminated on. Social networking sites have exploded in the last few years and infiltrated society. Twitter provides a suitable platform for meme propagation as its design is developed around broadcasting to all users of the platform. The establishment of trust is fundamental to the success of memes. In other words members of a network would not share information from an untrusted source to other members. This helps keeps credibility intact. Trust factors are described as portraying human-like behaviour, for example having meaningful conversations, posting regular content, personalizing the user profile and having a legitimate following. The value of the user within a social networking is increased when relevant contributions are made to the network thus increasing the status of the individual and the group. The effectiveness of the meme is further increased if the content is original and has value in terms of usefulness and scarcity. In addition the evocation of emotions within the appropriate context would also increase the success of the meme.
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Abstract: Flexible, open source network emulation tools can provide network researchers with significant benefits regarding network behaviour and performance. The evaluation of these networks can benefit greatly from the integration of realistic, network aware traffic into the network emulation platform. Traffic generators are often systems that replay captured traffic packet-by-packet or generate traffic according to a specified model or preconfigured sequence. Many of these traffic generators can be easily integrated into emulation platforms, but are not responsive to network behaviour and performance as it does not adapt to current network conditions and will blindly transmit data with minimal understanding of the network and its protocols (Botta, Dainotti & Pescapê, 2010). Network aware traffic generation systems communicate to the network using various protocols before traffic generation starts, enabling the generation of realistic, network aware traffic. In this paper we describe the integration of the Common Open Research Emulator (CORE), a network emulation platform, with a network aware traffic generation system, namely BreakingPoint. The integration is possible with the implementation of CORE in FreeBSD, using the Netgraph system. This solution allows real-time bidirectional communication between the virtualised nodes in the emulation platform and the external traffic generation system. This successful integration enables researchers to assess and analyse networks with the existence of realistic, network aware traffic.
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1. Introduction

A difficulty researchers face when studying networks is that hardware experiments have high reliability, but are expensive to acquire, maintain and difficult to expand. In addition, the setup of all the hardware devices for every network test to be run is time consuming. On the other hand, simulation environments offer a repeatable, controllable environment that can easily be modified, but lacks realism through the use of simplified and approximated models (Wei & Mirkovic, 2006).

The natural trade-off between these two extremes is network emulation platforms. Network emulation platforms offer an acceptable amount of realism and hardware requirements, as well as multiple virtual network devices that can easily be reconfigured expanded. Therefore network emulation is an attractive and cost-effective tool for researchers interested in the behaviour and performance of networks. All virtual nodes on the network emulator can run the processes that is to run on the real hardware, as the virtual device duplicates the exact functions of the external real hardware system.

A good network emulation platform provides a range of functionalities, including the ability to create virtual replicas of servers, workstations and other network hardware to model existing or planned computer networks. The virtual replicas of network nodes enable users to create, install and run real life applications on the nodes. The applications can be accessed and used by the users, where real-life traffic generated from these applications flows through the network emulation. However, the traffic generated by the installed applications is not the only traffic present in a realistic network. Traffic is constantly generated by network appliances, background applications or by the control plane (Botta, Dainotti & Pescapê, 2010). Also included in the network is data received from outside the network, which can be traffic that originated remotely and is destined for one of the nodes in the network, misaddressed traffic, malware etc. (Douglass & Goldstein, 2004). The combination of all these functionalities ensures that the network emulator provides a realistic representation of the real-life network.

One problem continuously faced by researchers, however, is the realistic generation of network traffic. There exist a wide range of traffic generators, many providing non-accurate traffic patterns that can lead to
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inaccurate test results (Botta, Dainotti & Pescapè, 2010), (Papadopoulos, 2012). The effects of non-realistic traffic generation in a network emulation can include (Douglass & Goldstein, 2004):

- experiments that may not repeatable,
- comparisons between tests that may be infeasible,
- test results that may be inaccurate.

These traffic generators may contain a wide range of features, like the replication of complex traffic models and packet captures, but are often just systems with limited awareness that will blindly transmit data in a preconfigured sequence into the network with minimal understanding of the network and its protocols. Not communicating with the network before traffic generation starts leads to a lack in network awareness. The generation of realistic network traffic that is aware of what is happening in the network is essential for the realistic simulation of a network (Venkatesh & Vahdat, 2008). Therefore, the use of an accurate traffic generator is imperative in a network emulation platform so that virtual networks can be as close to real life as possible.

We aim to assist in the generation of realistic network traffic in emulation platforms by integrating the BreakingPoint traffic generator (IXIA, 2012) into the Common Open Research Emulator (CORE) emulation platform (Ahrenholz, et al., 2008), (The Boeing Company, 2012).

CORE is an emulation platform that focuses on the accurate duplication of network devices through the construction of virtual machines. Protocols and applications intended for the real devices can be run on the virtual machines (nodes) without modification and these live networks can be connected to real-life external networks and devices. CORE is an open system, which enables us to seamlessly integrate generated traffic with the network emulation.

The BreakingPoint system focuses on the generation of network aware traffic. This system does not only generate traffic based on statistical data, but creates simulated users that generate the requested traffic as a real user would communicate to a server or other users in the network. The users simulated in BreakingPoint communicate to the network using various protocols before traffic generation starts, enabling the generation of realistic, network aware traffic.

The integration of these two systems would greatly enhance the accuracy of network testing as CORE users would be able to create realistic network traffic in a network emulation. This includes background and application traffic for the emulated nodes even if the application is not installed and running on the node. This will create a comprehensive network traffic profile that models real-life network scenarios.

The rest of the paper is organised in the following order: The next section considers related work. Section 3 describes the benefits of traffic generator integration. Section 4 describes the two integration methods that was considered while Section 5 concludes this paper.

2. Related work

2.1 CORE

CORE has its roots in the Integrated Multiprotocol Network Emulator/Simulator (IMUNES) system (Marko & Miljenko, 2004). CORE is built in a modular fashion which mainly consists of a GUI for the building of network topologies, a services layer which instantiates the virtual machines, as well as an application programming interface (API) that specifies how the different software components should interact. This modular architecture allows CORE to work with FreeBSD jails, discussed in Section 2.2, through the use of VIMAGE (Marko & Miljenko, 2004), (Zec, 2003).

The CORE system for FreeBSD was developed to use the existing operating system’s virtualisation techniques to construct virtual networks. This container-based emulation system provides the high-fidelity emulation for layer 3 (network layer) and above. Real user and system applications as well as network protocols can run on the virtualised machines, or network nodes, without alteration. These processes are isolated in its own container with a virtual network stack and shared hardware resources. Links between the machines are created virtually, so that the virtual nodes and links form a complete emulated network. In addition, real
network interfaces may be added to the virtual node, which enables the connection of the node to a live external network or device.

2.2 FreeBSD Netgraph subsystem

FreeBSD jails provide virtual environments for running programs in isolation. Each jail has its own network stack and network variables, like interfaces and protocol states. A jail along with the network stack form a lightweight virtual machine capable of running user applications (The Boeing Company, 2012).

Netgraph, a graph-based networking subsystem available in FreeBSD, allows the arbitrary linking of different networking components. The Netgraph subsystem enables the arrangement of nodes into arbitral graphs. Nodes have “hooks” which are used to connect two nodes together, thus forming a graph or virtual network. These connections can be seen as virtual links in the network over which nodes communicate (The Boeing Company, 2012).

Recent additions to the FreeBSD 10.x kernel (Voras, 2013), (Admin-GvE, 2013) such as VPS1 (Ohrhallinger, 2010), bhyve (Dexter, 2013), (Grehan, 2013) and NetMap (Rizzo, 2012), (Rizzo, Guiseppe & Maffione, 2013) present new opportunities for enhancing node characteristics of container based emulator systems. These are the features which we are to use in order to integrate realistic network traffic. Through the use of FreeBSD jails and the Netgraph subsystem, CORE can provide applications running in real time on an emulated network where the hardware requirement is relatively small while a large number of virtual nodes can be instantiated (Ahrenholz, et al., 2008).

2.3 BreakingPoint traffic generator

The BreakingPoint system by Ixia (IXIA, 2012) is a network simulation device, or cyber tomography machine (CTM), which allows for detailed simulation of various aspects of network traffic, including users browsing, emailing, texting, talking, and spreading malware. This includes an extensive library of user applications, including Facebook and Youtube, which is updated and maintained on a regular basis. A Markov chain approach is used to increase the level of realism in user simulation and dynamic recreation of real world traffic flow in computer networks.

BreakingPoint defines traffic flow patterns through the use of Clients and Servers. BreakingPoint simulates clients communicating to servers using the applications and protocols specified by the researcher (IXIA, 2012). In this manner, the clients generate connections to the specified servers to establish live connections for communication. Before traffic is generated and transmitted, the clients communicate to the servers via the emulated network nodes to establish the current network conditions, thus enabling the generation of network aware traffic that responds and adapts to the changing network conditions.

The BreakingPoint device generates network aware traffic that can be specified and customised specifically for the intended purpose of the user. Individual traffic flows can be specified in terms of source and destination IP ranges, host definitions, protocol type, action parameters etc. A BreakingPoint system with a single 1GB blade can generate up to 5 million simultaneous sessions (application traffic sessions) at a rate of 500 000 sessions per second. The variety and volume of traffic that can be generated make the BreakingPoint traffic generator able to provide realistic, network aware traffic which can enhance a network emulator to provide real-world network and traffic conditions (IXIA, 2012).

3. Advantages in Integration

Although the CORE emulation platform provides virtual nodes that enable the running of real applications and real-time user interaction, it is of utmost importance to evaluate the virtual network under realistic networking conditions. One aspect relating to realistic networking conditions is that of realistic network traffic (Venkatesh & Vahdat, 2008).

The CORE emulation platform has a built in traffic generator, but the traffic flows are limited to generalised traffic models which includes:

- 10, 100, 512 kbps POISSON
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- 3 second fixed BURSTS every 15 seconds
- 0-5 second random BURSTS every 5 seconds
- JITTER 10 kbps 0.05-0.15 seconds
- cloned packet capture (PCAP) files

Even though the CORE traffic generator offers a range of features, including the replication of packet captures, it is only generated to put a load on the network, not to look like realistic network traffic.

Many research has been done on the impact of non-realistic and simplified traffic models on network application and protocol behaviour (Botta, Dainotti & Pescapè, 2010), (Papadopoulos, 2012), (Venkatesh & Vahdat, 2008). Venkatesh & Vahdat (2008) proves how realistic background traffic can significantly improve the accuracy in test results as applications are sensitive to burstiness of background traffic. Due to these generalised traffic patterns available, it was thought viable and very useful to integrate BreakingPoint with CORE.

The FreeBSD jails used in CORE make the software configurable so that realistic network aware traffic can be routed to each virtualised node from BreakingPoint. The integration of network aware traffic by BreakingPoint in CORE offers the users of CORE more options. Users can now virtualise a variety of networks where background as well as application traffic specific to the network scenario can be created. In addition to the reconfigurable architecture of CORE, the CORE GUI can provide researchers a comprehensive overview of the complete network, individual nodes as well as the traffic flowing over the network.

CORE enables comprehensive traffic flow analysis and visualisation through the use of throughput and display widgets as well as packet capturing via tshark (Wireshark, 2013) on all node interfaces. The flow of realistic generated traffic as well as the traffic from the applications running on the nodes can be monitored live using the CORE GUI. CORE allows run-time interaction with the network from the virtualised nodes and external devices, which can influence application performance and behaviour. Due to the fact that BreakingPoint generates application aware traffic, it is aware of the behaviour of the network and the nodes it is communicating with. Thus, a change in the network would influence the traffic flow to that node as it would in real-life.

4. Integration and performance

As CORE and BreakingPoint are two different systems running on separate hardware, the interaction needs to be managed and coordinated. This interaction can be managed in various different ways, each with their own advantages and disadvantages. Subsequently, the two different integration methods are discussed.

4.1 Packet routing

When a CORE emulation is instantiated, each virtualised node in the emulation is able to communicate with external devices or networks in real-time. To enable communication with external devices, emulated nodes can be linked to physical networked interfaces on the host machine.

Traffic generated by BreakingPoint can be routed through an emulation by connecting a physical network interface to an emulated router. As this is network aware traffic, the traffic can be routed throughout the network and back to the BreakingPoint system through the same or another emulated router connected to BreakingPoint. A diagram explaining the traffic flow is shown in Figure 1.

As seen in Figure 1, the BreakingPoint device (Client Simulation side) is connected to the emulated network via a physical connection to the host machine. That physical network interface is linked to an emulated router, presented as the circle on the left in the diagram. The simulated clients on BreakingPoint communicate to the connected router, establishing the network configuration so that network aware traffic can be generated. It can be seen that the router forms part of the emulated network running on the host operating system. As shown by the bidirectional arrows, the traffic generated over the network can be routed back to the BreakingPoint system (Client Simulation side or Server Simulation side).
Figure 1: Integration through Packet Routing

The disadvantage associated with this configuration is that BreakingPoint can simulate application and background traffic from thousands of users, though all traffic will appear to enter the emulated network from a single point, namely the router attached to the BreakingPoint device. Thus, using this packet routing based integration shown in Figure 1, end-user devices in the emulated network will not appear to generate the externally generated traffic, as it would appear to originate from a single router. To increase the fidelity of the emulation, an outside observer must not be able to distinguish between the origin of traffic generated by BreakingPoint and traffic generated by an emulated node.

4.2 Packet forwarding

Utilising the capabilities of the BreakingPoint device to set the address ranges of the simulated clients and servers for traffic generation, combined with the capabilities of CORE to set individual IP addresses of emulated nodes, corresponding network configurations in both systems can be created.

To make it appear as though packets generated by the BreakingPoint device originate from a specific emulated node on the edge of the network, each individual packet must be forwarded to the edge node with the corresponding source IP address and then forwarded to the rest of the network. The BreakingPoint device expects all traffic generated from the client side to reach the server side, and vice versa. All traffic must therefore be sent back to the BreakingPoint device when reaching the node with the destination IP address.

Figure 2 illustrates the configuration of the emulation of client and server traffic as well as emulation of networked devices. The configuration consists of three layers, namely the externally generated traffic, components operating from within the host operating system and the emulated network. As can be seen in Figure 2, bidirectional communication is required between all components in the configuration, illustrated by the bidirectional arrows.

Figure 2: Integration through packet forwarding
Packets generated by the external traffic generator (BreakingPoint) is directed to physical network interface cards of the host hardware platform. A modified NetGraph bridge (ng_bridge*) node (represented by the square in Figure 2 and 3) receives all packets and forwards the packets to nodes within the emulated network (represented by circles in Figure 2 and 3). The network interface of each emulated node is a modified NetGraph Tee (ng_tee*) node, shown in Figure 3. This configuration enables all traffic received from the BreakingPoint device and all traffic generated by applications running on the node itself to be modified and forwarded into the emulated network. All network traffic coming into the node can then be modified and sent back to the BreakingPoint device, through the modified ng_bridge* node. Figure 3 shows the internal architecture of the developed mechanisms.

![Figure 3: Packet forwarding operation](image)

### 4.3 Packet forwarding operation

With both the BreakingPoint device and the CORE emulation configured to emulate the same IP ranges for both clients and servers, mechanisms to receive, modify and redistribute packets are required.

#### 4.3.1 IP address resolution and redistribution configuration

When emulating nodes within a dynamic host address configuration environment, the integration of external traffic cannot be achieved until all emulated nodes have received an IP address. When a node receives a DHCP address from a DHCP server within the emulated network, the address assigned to the node is extracted by the modified ng_tee* node and a message containing the configuration is sent to the modified ng_bridge* node. The modified ng_bridge* updates a look-up table that associates source IP address configuration with the ng_hook* that is attached to the forward hook (see Figure 5) of the node configured with the associated IP address. Any incoming packet (generated by BreakingPoint) will be sent to the node corresponding to the IP source address of the packet by doing a lookup for the ng_hook* associated to the source IP address of the packet.

#### 4.3.2 Packet forwarding

The unmodified NetGraph ng_tee module has four hooks, left, right, left2right and right2left (FreeBSD Man Pages, 2004). The unmodified ng_tee node will send all data received on left to the right and left2right hooks, whilst all data received on right will be sent to left and right2left. An illustration of the unmodified NetGraph ng_tee module can be seen in Figure 4.

![Figure 4: Unmodified ng_tee operation](image)
For the integration of the traffic generated by BreakingPoint into the emulated nodes, the ng_tee was modified. The modified version of the ng_tee node has three hooks, inner, outer and forward. The inner and outer hooks connect the emulated node to the next emulated node in the network. The operation of the modified ng_tee node is similar to the operation of the standard ng_tee node. All data received on inner (the emulated node itself) is sent out the outer hook (onto the next emulated node), but not to the forward hook. All data received by the outer hook is forwarded to the inner and the forward hooks. Any packet received by the forward hook is sent to the outer hook exclusively. Figure 5 illustrated the operation of the modified ng_tee node.

![Figure 5: Modified ng_tee operation](image)

4.3.3 Complications in packet forwarding

Packet forwarding enables the integration of network traffic generated by an external device. However, due to the unconditional operation of the outer hook, the kernel of the emulated node and the BreakingPoint device will receive unexpected packets. Packets intended for processes running in the emulated node reaches the BreakingPoint device and packets intended for the BreakingPoint device will reach the kernel of the emulated node.

4.4 Discussion

This configuration shows how packets generated by BreakingPoint for a specified client can be routed to its emulated node counterpart seamlessly. With this configuration, two users communicating via video chat, for example, can be generated with the traffic flowing over the network. When an outside observer looks at the network, it would seem that the two specified nodes are generating the traffic, with the correct IPs, protocols etc. This configuration allows network researchers to create networks that mirror realistic network environments.

5. Conclusion

In this paper we discussed the integration of the Common Open Network Emulator (CORE) with the BreakingPoint device, which is a traffic generator. A brief overview was given on the two systems and we discussed why CORE is the ideal platform to use for BreakingPoint traffic integration. We motivated why such an integration will be advantageous to network researchers performing network behaviour and performance tests in the CORE emulation environment.

Through the use of the Netgraph system in the FreeBSD platform, we could successfully develop integration mechanisms enabling the flow of network aware, bidirectional traffic from each node in the emulated network. The complete technical setup in order to create Packet Forwarding is described. Future work would include the separation of the packets intended for the kernel and the BreakingPoint device.
This integration of CORE emulation platform and the BreakingPoint device enables researchers to assess and analyse networks with the existence of realistic, network aware traffic.
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Abstract: One of the reasons for state-level intrusion may be attributed to a government ensuring the safety and security of its territory which includes cyberspace. The existing international law prohibits state-level cyber intrusion that constitutes an intervention, threat of or use of force or armed attack. International lawyers must interpret which cyber intrusion falls under international law. In the latter respect, the Tallinn Manual on the International Law applicable to Cyber Warfare is a valuable tool as it provides guidelines in such determination. The discussion will however show that establishing the type of intrusion is not easy as cognizance must be taken of the doctrinal law as outlined in the international law and interpreted by international lawyers and state practice which refers to how nation-states react to intrusion. The possibility of excessive state-level intrusion exists. Mass surveillance of other states may for example illustrate an imbalance between states as some states have the technical ability to dominate cyberspace to advance their own interests and motives. Finding legal solutions to state-level cyber intrusion under the present international law are uncertain. Cyberspace governance can only be achieved under the international law by the involvement of all states on an equal basis to ensure transparency and trust, with the latter being tenuous at present. A code of conduct for cyberspace may limit excessive state-level intrusion within the ambit of the international law. The Multinational Convention on Cybercrime of 2001 should be re-evaluated to establish whether it will attain global recognition. In order to address the challenges in the short term a code of conduct in cyberspace should be negotiated, whilst a cybercrime treaty would be required to address challenges over the long term. State-level intrusion ultimately involves international politics and national foreign policy, both of which could be murky at times to negotiate.
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1. Introduction

Twenty-five years ago Berners-Lee developed the world wide web (www) to facilitate the exchange of information around the world by means of the internet. Although the web is but one part of an information and communication technology revolution, it is often described as the killer application that enabled the internet to achieve its full potential (Hall 2014). The web grew and evolved at a phenomenal rate and it changed the world profoundly, not only for the government of a nation-state, but also for its citizens. It is not an overstatement that the internet (and the www) has become an integral part of many societies. Electrical grids, air control systems and financial systems are but a few infrastructural systems that depend on information and communication technology. This dependence on the internet reveals an unfortunate vulnerability to potentially catastrophic cyber intrusions.

This vulnerability is a source of concern to many governments. Governments must ensure the safety and security of the internet. This is one of the reasons why the UK hosted an exercise on 19 March 2014, formally known as the Cyber Security Challenge in which participants competed against each other in solving a 24 hour simulated cyber attack by a foreign government on the UK’s financial system (Hatfield 2014). One of the purposes of the exercise was to highlight vulnerabilities within the cyber security sector. The exercise was aimed at establishing whether sufficient technical skills exist to counter-act such an attack. This exercise illustrates the fallibility of technological security measures (Kramer in Kramer, Starr and Wentz 2009). This discussion will consider whether a state-to-state intrusion of a financial institution falls under the international law.

The above-mentioned exercise may have been met with skepticism and considered as an overstatement of the seriousness of such a threat, but Clarke and Knake (2012) warn that cyber attacks on banks could unravel the entire global financial system. Major US banks have reportedly come under attack from a foreign government (Gorman and Yadron 2013). These attacks in the form of distributed denial of service (DDoS) attacks involve multiple computers located outside the cyberspace of the US. Although it will constitute a crime in terms of the national US law, the intrusion targets the nation from outside its borders which complicates the investigation and accountability of the perpetrator(s) and in this instance, the foreign government. If an
intrusion falls under international law, a nation-state will have to deal with it within the ambit of international politics and foreign policy.

Rogers, the chairman of the US House Permanent Select Committee on Intelligence reported in July 2013 of hacking attacks allegedly launched by foreign nations such as China, Iran and Russia against the US (Kredo 2013). He also warned against the possibility of Russia or China clandestinely implanting malicious codes into the US electrical grid and activating it at a later stage. Rogers concluded that “(w)e are in cyber war today. Most Americans don’t know it. They go about their lives happily” (Kredo 2013). Schmidt and Cohen (2013) agree that “(i)t is fair to say that we’re living in an age of state-led cyber war, even if most of us aren’t aware of it.” This discussion will consider which conduct constitutes an act of cyber war under international law.

In attempting to ensure national security, the possibility exists that without restrictions a nation-state may excessively intrude the cyberspace of another. European financial institutions were shocked to discover in 2006 that in tracking terrorist funds, the US might have covertly monitored the international financial transactions of SWIFT (bank-clearing system) (Clarke and Knake 2012). The 2013 Snowden revelations of mass US surveillance against foreign governments have not only affected international relations between the US and other states, but the attention is now firmly focused on cyberspace governance in finding legal solutions to address unrestricted state-to-state intrusion. The main aim of the discussion it to establish whether legal solutions to state-level intrusion exist under the present international law. If shortcomings are identified, possible legal solutions will be suggested.

2. Understanding the motivation for state-on-state cyber intrusions

It is important to understand why a nation-state would intrude into the cyberspace of another state. Although cyberspace is not only inhabited by foreign nations, but by many other entities such as corporations or hacktivists, the discussion will focus on the conduct of a foreign state or conduct sponsored by a foreign state.

Cyber intrusion is not a legal term and in this contribution it is used within the context of a state intruding the cyberspace of another state by means of for example hacking for the purpose of espionage or leaving behind a logic bomb, theft of intellectual property, launching of a cyber attack such as a DDoS attack on the electricity grid, the defacement of a governmental website or disrupting the network. The two most discussed examples of state-level intrusions are the following:

- A DDoS attack launched in 2007 against websites of banks, government institutions and newspapers which resulted from the Estonian government’s decision to remove a Russian World War II memorial in its capital, Tallinn (Clarke and Knake 2012, Schmidt and Cohen 2013).
- The Stuxnet worm used in 2010 to infiltrate the monitoring systems of Iran’s Natanz nuclear-enrichment facility, causing the centrifuges to abruptly speed up or slow down to the point of self-destruction (Clarke and Knake 2012, Schmidt and Cohen 2013). The attack was aimed to prevent the possible development of nuclear weapons.

Cyber intrusion will invariably constitute a cybercrime and may fall within the ambit of the:

- National law of a nation-state where the intrusion will either affect the national security or law enforcement.
- International law which may be applicable to state-to-state intrusions in certain circumstances.

Where the intrusion was committed from outside the borders of a nation-state, investigation and accountability may be problematic, since foreign governments will have to render assistance in the investigation and to establish attribution.

A government must ensure the safety and security of its territory which includes the internet, against various threats. Much of the machinery of nation-states have shifted online with the consequence that states will defend and attack in cyberspace as well as on land, at sea, in space and in the air (Hammersley 2013). Securing a nation’s cyberspace is closely linked to cyber power. Cyber power refers to the ability of using cyberspace to advance interests and goals (Kuehl in Kramer, Starr and Wentz 2009). State-level intrusion may be asymmetrical in the sense that a nation with a weak military may have the technical ability to intrude in the cyberspace of another. However, not all connected states are equal in respect of technological capabilities and a nation with advanced technological abilities may use this imbalance against foreign states to advance its
social, economic, political, diplomatic and/or military goals. Hammersley (2013) refers to the French government that targeted foreign-owned corporations in competition with French corporations. The Ukrainian and Russian conflict in early 2014 coincided with the use of cyber intrusion such as espionage and DDoS attacks, but whether it was conducted by a nation-state or state-sponsored is not clear as attribution is not easily established without conclusive evidence of state responsibility (Levintova 2014).

Doubt has been expressed whether the threat of state-to-state intrusion is so serious that it would actually escalate into cyber war under international law (Schmidt and Cohen, 2013). The possibility of such a serious intrusion nevertheless exists. Who would have foreseen the 11 September 2001 terrorist attacks on the US? In 2009 the North Atlantic Treaty Organisation Cooperative Cyber Defence Centre of Excellence (NATO CCD CoE), an international military organization based in Tallinn, Estonia took the possible threat of cyber war so seriously that it invited an International Group of Experts (hereafter referred to as the Tallinn Experts) to produce a manual on the international law governing cyber warfare. This invitation resulted in the 2013 publication of the Tallinn Manual on the International Law applicable to Cyber Warfare (referred to as the Tallinn Manual)(Schmitt 2013). The Tallinn Manual addresses both components of cyber war, namely

- Jus ad bellum (the law governing the right to the use of force by states as an instrument of their national policy); and
- Jus in bello (the law governing conduct in armed conflict and the treatment of combatants and civilians in time of armed conflict).

This contribution will primarily focus on the jus ad bellum component of cyber war. The rules and principles governing state-to-state intrusion under the international law will now be briefly discussed.

3. State-to-state cyber intrusion under international law

3.1 A synopsis of the rules and principles of doctrinal international law

International law is generally prohibitive in nature and therefore an intrusion that is not forbidden is presumptively legal. The international law forbids state-level cyber intrusion that constitutes:

- An intervention;
- The threat of use of force or the use of force; or
- An armed attack.

International law does not define which state-level intrusion falls within the prohibited categories or when the threshold of a category has been surpassed. International lawyers will make this determination.

Although the prohibition of intervention is not expressly set out in the United Nations Charter, the prohibition is implicit in the principle of the sovereign equality of states laid out in article 2(1) of the UN Charter. Article 2(4) of the UN Charter states: “[a]ll members shall refrain in their international relations from the threat or use of force against the territorial integrity or political independence of any state or in any other manner inconsistent with the purposes of the United Nations.” Article 51 of the Charter provides: “[n]othing in the present Charter shall impair the inherent right of individual or collective self-defense if an armed attack occurs against a Member of the United Nations, until the Security council has taken measures necessary to maintain international peace and security...”

A distinction must be drawn between the use of force in article 2(4) and armed attack in article 51 of the Charter. A state may only resort to the use of force if it was the victim of an armed attack otherwise it will violate the use of force prohibition in terms of article 2(4). If force was used against a victim state, the state will have to make use of countermeasures to ensure compliance with the international law.

3.2 Interpretation of international law

International lawyers have to assess whether an intrusion constitute an intervention, use of force, armed attack or aggression. Certain criteria may be applied on a case-by-case basis in establishing the category of state intrusion and when the threshold of a state intrusion rise from unlawful intervention to illegal use of force to armed conflict. To determine whether state-to-state cyber intrusion constitutes an intervention, use of force or armed attack, the Tallinn Manual refers to various rules. Since this discussion focuses on
determining which intrusion would fall under the international law and which intrusion may constitute an act of war, only those rules relevant to the discussion will be referred to.

3.2.1 States and cyberspace

Rule 1 provides that a state’s cyberspace is sovereign. The Tallinn Experts agreed that a cyber operation directed against another state may violate the latter state’s sovereignty. However, interference does not automatically violate the international law prohibition on intervention. If an intrusion is not forbidden in international law, then it is legal. For example international law does not prohibit propaganda, psychological operations, espionage or economic pressure per se. The Tallinn Experts were also of the opinion that the breaching of protective virtual barriers (e.g. the breaching of firewalls or the cracking of passwords) does not constitute intervention. They could not achieve consensus as to whether the placement of malware that causes no physical damage constitutes a violation of the non-intervention principle. The Tallinn Experts indicated that the non-intervention principle is violated in the instance of political interference during elections where the online services of one party are shut down or news are altered to favour a particular political party.

Rule 6 provides for legal responsibility of a state for a cyber operation that is attributable to it and which constitutes a breach of an international obligation. The rule is based on the customary international law of state responsibility which prohibits a state from inflicting significant damage on another state. In the absence of damage or where the damage cannot be attributable to a state, no responsibility attaches. The Tallinn Experts clearly stated that the conduct of private citizens undertaken on their own initiative, so called hacktivists or patriotic hackers, will be excluded from state responsibility.

In terms of Rule 9 a victim state may resort to proportionate countermeasures against the responsible state, but the majority of Tallinn Experts agreed that countermeasures may not involve threats or use of force. States facing the use of force not amounting to an armed attack will have to resort to countermeasures if they wish to respond lawfully. Dugard (2011) describes countermeasures as self-help measures not involving threats of or use of force. It must also be distinguished from retorsion. The latter is so-called unfriendly although lawful measures a state may take against another. An example of retorsion was the suspension by Estonia of some services to internet protocol (IP) addresses from Russia. It should be noted that although Iran did not publicly denounce those responsible for the Stuxnet attacks, retaliatory steps were taken: in August 2012 a virus infected the information network of the Saudi Arabian oil major, Aramco, and erased data on three-quarters of its corporate computers and in September 2012 a series of sequential attacks were launched against the US financial industry including JPMorgan and Wells Fargo which resulted in the slowing down of overwhelmed servers and denying customers access to the bank services (Chaulie 2013).

3.2.2 Ius ad bellum (right to use force)

Regarding the use of force in terms of article 2(4) of the UN Charter:

Rule 11 provides that cyber actions constitute use of force when its scale and effects are comparable to non-cyber operations rising to the level of a use of force. In determining when the intrusion has risen to the threshold of use of force, the Tallinn Experts refer to factors that may be taken into account to assess the intrusion.

Applying the scale and effects standard to Estonia, the DDoS attack was not use of force in terms of article 2(4) of the UN Charter. Funding a hacktivist group conducting cyber operations as part of an insurgency (revolution) will not be use of force, but providing an organized group with malware and the training necessary to use it to carry out a cyber attack against another state will constitute use of force. Similarly providing a sanctuary (safe haven) to those mounting cyber operations of the requisite severity will not be use of force but if the provision of sanctuary is coupled with other acts such as substantial support or providing cyber defenses for the non-state group, it could in certain circumstances amount to use of force. Activities that amount to economic or political coercion (pressure) do not constitute prohibited use of force.

Regarding an armed attack in terms of article 51 of the UN Charter:
Rule 13 states that the scale and effects required for an act to be characterized as an armed attack necessarily exceeded those qualifying as use of force. Only in the event that the use of force reached the threshold of an armed attack is a state entitled to respond by using force in self-defense. The Tallinn Experts agreed that any use of force that injures or kills persons or damage or destroys property would satisfy the scale and effects requirement for an armed attack. They agreed that the attack on Estonia was not an armed attack as the scale and effects threshold was not reached nor could the attack be attributed to another state. They also agreed that acts of cyber intelligence gathering and cyber theft as well as cyber operations that involve brief or periodic interruption of non-essential cyber services do not qualify as an armed attack.

Although the Tallinn Experts were unanimous that Stuxnet was use of force in terms of article 2(4) of the UN Charter, they were divided on whether its effects were severe enough to constitute an armed attack. Some experts were of the view that the physical damage caused to Iranian centrifuges at a nuclear fuel processing plant may have reached the armed attack threshold.

Fidler (2011) indicates that a plausible argument can be made out that the deployment of Stuxnet constituted a deliberate, hostile, highly sophisticated, state-created and critical infrastructure threatening offensive use of malware, which constituted an illegal use of force, armed attack and an act of aggression. He goes on to say that although doctrinal analysis is important, state practice must also be taken into account. Fidler remarks that nation-states have curiously been quiet about Stuxnet. He states that nation-states such as the victim state (Iran), emerging great powers not suspected of involvement (for example China, Russia and India) and developing countries have refrained from applying international law on the use of force, armed attack and aggression. He opines that the state practice of silence suggests that from a legal and technical perspective, states may not have perceived that this situation triggered the international rules on the use of force, armed attack and aggression. He concludes – and this may necessitate some debate - that after Stuxnet there may have been a development of cyber-specific rules that increase the political and legal space in which states can use cyber technologies against one another.

The Tallinn Experts could not agree on whether actions that do not result in injury, death, damage, or destruction, but would otherwise have an extensive negative affect would constitute an armed attack or not. They were for example divided in respect of a cyber incident directed at the New York Stock Exchange that resulted in the market to crash: some felt that the mere financial loss did not constitute damage for purposes of an armed conflict whereas others were of the opinion that the catastrophic affect such a crash could have constituted an armed attack. However, a cyber operation directed against major components (systems) of a state’s critical infrastructure that caused severe, although not destructive effects, would qualify as an armed attack.

In respect of cyber espionage by state A against state B that unexpectedly results in significant damage to state B’s critical infrastructure, the majority of experts agreed that intention is irrelevant in qualifying an operation as an armed attack and that only the scale and effects matter. Any response would however have to comply with the necessity and proportionality criteria (Rule 14) as well as imminence and immediacy (Rule 15). The majority of experts agreed that a devastating cyber operation undertaken by terrorists (non-state actors) from within state A against the critical infrastructure located in state B qualified as an armed attack by the terrorists.

The majority of the Tallinn Experts agreed that although article 51 does not provide for defensive action in anticipation of an armed attack, a state does not have to wait “idly as the enemy prepares to attack”, but it may defend itself if the armed conflict is imminent (anticipatory self-defense). They agreed that although there has not yet been a reported armed conflict that can be publicly characterised as having solely been precipitated in cyberspace, cyber operations alone have the potential to cross the threshold of international armed conflict.

4. Evaluation of the effectiveness of the current international law in addressing state-to-state cyber intrusion

International law provides for state-level intrusion that is prohibited, but determination of the type of intrusion and the threshold is left to international lawyers’ interpretation on a case-by-case basis. This may result in legal uncertainty as illustrated by the Tallinn Manual where some of the experts could not reach consensus on the type of intrusion and when the threshold have been surpassed.
The Tallinn Manual is the only document outlining the interpretation of the international law in respect of state-level intrusion. Although no discussion on state-level intrusion will be complete without reference to the Tallinn Manual which is a most commendable guide, it does not provide legal solutions to excessive intrusions which may not be contrary to the present international law, such as espionage and hacking.

State-level intrusion poses many challenges, such as the investigation to establish the origin of the intrusion and attribution. A country cannot determine an appropriate response if it cannot prove accountability. Interestingly enough in 2012 unnamed US government officials confirmed that the Stuxnet worm may be attributed to the US and Israeli governments (Schmidt and Cohen 2013), but most states will not acknowledge responsibility. It was suspected that Russia was responsible for the Estonian attacks, but it denied state responsibility and attribution to Russia could not be proven (Clarke and Knake 2012).

5. Possible legal solutions to address shortcomings under the present international law

The international landscape looks different in 2014 than before. The publication of the Tallinn Manual, the Snowden revelations of mass US espionage against other countries and the deployment of the Stuxnet cyber weapon and its possible repercussions have caused nations to seriously re-think the issue of cyberspace governance. Although espionage is nothing new, technology allows for excessive espionage if countries do not exercise restraint.

The issue of transparency between states and citizens may be one of many considerations regarding the discussion of possible legal solutions to state-level intrusion. The revelations by Snowden and Wikileaks illustrate that not only states may be offended by for example, state-to-state mass surveillance, but some citizens may also insist – and this is a contentious issue - that all information should be in the public domain (Leigh and Harding 2013). If state level intrusion is not subjected to checks and balances within an international framework, some citizens may feel morally obligated to expose government conduct.

In the past governments took opposing view of how cyberspace should be governed. On the one hand there was the so-called western nation-states under leadership of the US who opposed international governance in favour of bi- and multi-national agreements, whereas the so-called non-western nation-states under leadership of Russia and China proposed a central international body to regulate cyberspace governance issues (Watney 2012). Unfortunately trust, transparency and confidence between all the connected nations regarding governmental conduct in cyberspace are at its lowest ebb and cyberspace issues will have to be addressed within the framework of the United Nations.

It is against this background that the opening key note address at the RSA conference held early 2014 reflected the concerns of the international community when it called on governments to address the following four issues (Rashid 2014):

- Renouncement of cyber weapons,
- Cooperation in investigation,
- Ensuring economic activity and intellectual property rights, and
- Ensuring privacy.

The banning of cyber weapon usage was on the table as far back as 2009 when Russia and the US discussed a possible bilateral agreement, but there was a break-down in the talks (Moscaritolo 2009). One of the reasons for the break-down of the discussions may be attributed to a possible lack of trust between the two nations.

In 2011 nation-states such as Russia, China, Tajikistan and Uzbekistan called on the UN for a code of conduct to combat criminal and terrorist activities in cyberspace and nation-states to refrain from using technology to carry out attacks against nation-states (Kirk, 2012). In 2014 China renewed its call for a code of conduct (Jian 2014). The code calls for nations “not to carry out hostile activities or acts of aggression, pose threats to international peace and security or proliferate information weapons or related technologies.” The code is not without practical and political obstacles, such as what is understood with “cyber weapon.” Is it a tool that can only inflict harm or the threat of harm or does it also include so-called spyware such as Trojan Horses and other surveillance software, as they could be used to gather information in the preparation of an attack (Boulanin 2013). The code may not be without problems and although adherence to the code will be
voluntary, it may serve as a starting point for nation-states to discuss and agree on acceptable conduct in cyberspace. The code may go a long way in ensuring the co-operation between states in the investigation of intrusion, especially since the effectiveness of the CoE Cybercrime Convention of 2001 has been questioned (Carstensen, 2011). There have been calls for a global cybercrime treaty (Scholberg, 2012), but for now the immediate concerns regarding state-level intrusion necessitates serious attention.

6. Conclusion

International relations between states in respect of cyberspace governance were already strained prior to 2014. The employment of Stuxnet meant the US had crossed a Rubicon in cyberspace (Clarke and Knake) and the further allegations of mass surveillance, led to the international relations between states in this regard to be tenuous at the very best. The genie may be out of the bottle, but it is not too late to stop the escalation of state-level intrusion. In the quest of safeguarding and securing global cyberspace, not only for governments but also for its citizens, all nations should as equal partners in an open and transparent manner negotiate conduct of states in cyberspace within the framework of the UN. It may not be an easy process, but it is at least a start to return to the original purpose of the internet: an open environment built on trust.

This article is based on research supported in part by the National Research Foundation of South Africa (NRF) UID85384. Opinions expressed are those of the author and not the NRF.
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Abstract: Since 2008, Cyberspace is officially regarded as a distinct military domain, along with land, sea and air for many countries (Goel, 2011). Several nations are developing defensive and offensive cyber capabilities for this domain. The nature of warfare in cyberspace is radically different than the traditional warfare: the attacks are more remote, stealthy and it may be impossible to detect the identity of the adversary (Greengard, 2010). Moreover, the time parameter becomes extremely important in this domain since conducting an attack takes only seconds even if the target is at the globally farthest point possible. Therefore, the power and impacts of cyber operations are limited by fast computation and transmission skills of your front. Nations need intelligence in this relatively new domain of war in order to know the strengths and weaknesses of other nations and themselves. With cyber intelligence of high quality, nations can assess the effects of attacks, detect their vulnerabilities, therefore mitigating the risks and implement cyber security processes based on well-defined decisions (Rudner, 2013). This paper presents a literature survey on computer science methodologies that can be useful for intelligence officers working in the cyberspace. The methodologies including defensive identification methods such as incident response strategies, social network analysis (Yip et al., 2012) (Benjamin and Hsinchun, 2012), intrusion detection systems (Zaman and Karray, 2009) and anomaly detections (Chandola et al., 2009) as well as offensive methods such as disinformation, destruction of information and communication, and advance persistent threats (APTs).
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1. Introduction

The innovation in defense and weapons industry has always been the primary key for dominating the warfare. However, the digital era brought us new fronts to fight wars. Since 2008, Cyberspace is officially regarded as a distinct military domain, along with land, sea and air for many countries (Goel, 2011). And as such, nations began to develop defensive and offensive cyber capabilities for this domain.

As of May 25th 2010, USCYBERCOM - United States Cyber Command was established with the following mission statement:

“USCYBERCOM plans, coordinates, integrates, synchronizes, and conducts activities to: direct the operations and defense of specified Department of Defense information networks and; prepare to, and when directed, conduct full-spectrum military cyberspace operations in order to enable actions in all domains, ensure US/Allied freedom of action in cyberspace and deny the same to our adversaries.” (Defense, 2010)

This domain has entered into Russia’s military strategy as well. Russian way of war includes information warfare and it follows that information warfare against Russia will be considered warfare. The 2010 Russian military doctrine calls for “prior implementation of measures of informational warfare in order to achieve political objectives without the utilization of military forces”. Russia had already made the practical test for this doctrine in 2008 in the Georgian war by combining cyber and kinetic commands. Netherlands, Germany, India, Iran and South Korea are other nations building their cyber commands. Even though China had never accepted any involvement or included cyber warfare in its strategy, it is known and accepted to be one of the most powerful players in this domain. According to the security companies such as Fireeye and Mandiant, the attacks on Australia (2013), Canada (2011), Google (2010) and many other attacks are all originating from the same group in China, “The Comment Crew” (Fireeye, 2013).

However, the nature of warfare in cyberspace is radically different than the traditional warfare. The attacks are more remote, stealthy and it may be impossible to detect the identity of the adversary. The time parameter becomes extremely important. The amount of information processed in milliseconds defines the impact of the cyber front, therefore fast computation and transmission of information becomes more important in this new type of war. Another important aspect of this domain is that offense has an advantage over defense since the defender has to control the whole structure and backbone of the infrastructure while the attacker needs to
find one point of vulnerability. Likewise, an important type of attack, an advance persistent threat (APT) defines the series of repeated efforts to possess the targeted information or system. These types of attacks require advance knowledge of the targeted system and generally include social engineering techniques to achieve its goals.

As every other domain of war, this domain needs high quality intelligence for assessing the effects of attacks, mitigating the risks, and implement cyber security policies on well-defined decisions. It is very important to understand and discriminate between perpetrators to estimate the possible effects of the attack. The perpetrator may be a state sponsored organization, an autonomous robot or a hacktivist group and to differentiate between these is only achievable in the event of having high quality intelligence prior to an attack.

This study presents a literature survey on computer science methodologies that can be useful for intelligence officers working in the cyberspace. This survey provides with set of tools, algorithms and methodologies for offensive and defensive aims. This paper is organized as follows: section 2 defines the tools and algorithms for mainly on espionage; in section 3 open source intelligence methodologies are presented and social network analysis studies are discussed. Section 4 focuses on detection and prevention systems and section 5 provides set of studies about offensive technologies and strategies. Section 6 concludes the paper with a discussion on how those methodologies could be useful for intelligence officers.

2. Cyber espionage and cyber counter espionage

This part of the paper gives brief information on software and recent academic studies on espionage in computer science.

Spy-Sense: Spyware Tool for Executing Stealthy Exploits Against Sensor Networks (Giannetsos and Dimitriou, 2013).

This work demonstrates Spy-Sense, a spyware tool that allows the injection of stealthy exploits in the nodes of a sensor network. Spy-Sense is malicious software that spies on sensor node activities and relays collected information back to the adversary. Spy-sense uses Multistage Buffer Overflow Attacks (Piromsopa and Enbody, 2006) to inject the shell codes to the targeted sensor network nodes. The main enabling factor for such an attack is defined as the limited memory problems of the sensor network nodes. Assembly codes for an arbitrary network device for attacks such as manipulation, theft, id manipulation etc. are provided in the paper.

A Timing Channel Spyware for the CSMA/CA Protocol (Kiyavash et al., 2013).

This paper presents a design of a hardware level spyware for timing design that could be embedded in network devices, implementing exponential back-off algorithm (Carrier Sense Multiple access(Collision Avoidance). A methodology to queue the covert packages into the csma/ca buffer by making use of back-off times is defined. Since the implemented spyware is at the hardware level, it is impossible to detect these types of signals by studying the radio output. Theoretical proof is provided in the paper.

Self-Healing Spyware: Detection and Remediation (Ming-Wei et al., 2007).

All of the current antispyware tools are stateless to the deleted spywares in a system. However, some spywares have grown resilient against deletion and became able to self-reproduce. This paper describes how to monitor deleted malwares and remove self-healing spywares by implementing a technique called stateful threat-aware removal system (STARS). STARS works on information flows of the system and constantly monitors the flow of the resources. The proposed methodology is backed up with experimental results.

Polonium: Tera-Scale Graph Mining and Inference for Malware Detection (Chau et al.).

This paper focuses on a new radical approach for malware detection. As the malware keeps mutating and detection solutions are outpaced by the new malware produced every year, Symantec published in 2011 a new
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detection algorithm that formulates the classic malware detection problem into a graph mining problem. The algorithm assigns reputation to any software that a user (anonymous peers) may encounter. The reputation values of the files and association among the machines create a bipartite machine-file graph. The key idea of the method is to determine a file’s goodness by iterating through associated machines’ reputations. Performed tests are over a real machine-file graph with one billion nodes and 37 billion edges and the algorithm attains 87.1% true positive percentage of detection rate.

**Anti-Spyware Analysis for iOS: An Evaluation of Current Security Products Available for iOS (Oh, 2012).**

This research investigates the efficiency of anti-spyware solutions for Apple mobile operating system IOS. The devices are tested using 2 undisclosed spywares that are able to provide information about calls, messages, emails and web traffic while remaining hidden from the user. All tested products need the device to be jailbroken. According to the analysis provided, all spywares tested are required physical access to install; the spywares that spy on location data are still listed on locational services of the operating system. It would be prudent to say that most security applications, including Symantec’s and McAfee’s software, offer no additional security than what IOS already offers on those devices.

**Automated Spyware Collection and Analysis (Stamminger et al., 2009).**

In this paper, a fully-automated infrastructure is developed to analyze executables from the internet. An online database of spyware-related identifiers, signature-based scanners, and behavior-based malware detection technique are used. Over 15 million URLs are visited and 35,853 executables are installed in order to be classified. The results based on a ground truth of executables are measured and quantified. This study provides a detailed overall picture for the spywares on the internet and how to analyze them.

3. **Open source intelligence and social network analysis**

*the Downside of Open Source Intelligence, International Journal of Intelligence and Counterintelligence (Hulnick, 2002).*

Open source intelligence (OSINT) as the authors stated is the bread and butter of the intelligence community. It creates the bulk data of the intelligence. Open source intelligence makes up 80% of the information and these publicly available sources will likely to grow within time. However, the downfalls do exist for these sources. Sorting through huge amounts of data becomes the biggest problems for intelligence communities. Disinformation, language translation problems, steganography and the dilemma of how much OSINT should governments provide are discussed in this work while providing the discussions with real life examples.

**Authoritative Sources in a Hyperlinked Environment (Kleinberg, 1999).**

This paper defines the famous HITS algorithm which is an information retrieval on any hyperlinked environment. A formulation on Hubs and Authorities is provided in the form of a mutually reinforcing graph. This formulation has connections to the eigenvectors of certain matrices associated with the link graph and these connections returns additional information of the structure of the network. This paper has led conception of the state of the art PageRank algorithm which is used by many information retrieval engines. It is worthwhile to include it in this survey since many algorithms and applications are rooted from it.

**Securing cyberspace: Identifying key actors in hacker communities (Benjamin and Hsinchun, 2012).**

Every hacker community has its own specific properties such as hacker reputation and how to create reputation, how the hackers in the community perceive other hacker behaviors and how culture of the community affects the hacker behavior. In this study, social hacker communities are analyzed in order to develop an identifying methodology for leaders in a community. Hackhound.org and Unpack.cn are analyzed. The analysis include Ordinary Least Squares regression analysis to understand what other properties are related with fame, average message length, number of replies per thread, number of threads that a hacker involved. Total messages are the key properties to analyze.
Cyber warfare: Connecting the Dots in Cyber Intelligence (Goel, 2011).

This study is a generalization on cyber intelligence methodologies and how they could be conducted. In this wide range paper espionage and reconnaissance, propaganda and social warfare, disabling government web infrastructure, critical infrastructure attacks and recruitment of cyber intelligence are defined and explained with case studies from the past 5 years. While discussing the methodologies and technologies for data collection and analysis, the importance of human factor in the intelligence analysis is emphasized.

Partially Supervised Learning for Radical Opinion Identification in Hate Group Web Forums (Ming and Hsinchun, 2012).

Social networks are frequently used as a tool for spreading propaganda and radical opinion. However, to extract the radical opinion from a web forum, which contains large amount of unlabeled data, can be very time consuming. This study combines text parsing, information retrieval and semi-supervised learning techniques for extracting the positive examples which are forum postings that involve propaganda and radical opinion. The key idea is to extract the main radical opinion in hate group web forums by parsing through the posts on the forum by utilizing partially learning techniques. A partially learning technique is a machine learning task to find out and improve a mathematical model for the unlabeled data using the labeled and classified training data.

Structural analysis of online criminal social networks (Yip et al., 2012).

This study has its roots from the analysis done on IRC’s criminal chat rooms. The very first quantitative analysis on black market chat rooms is performed on IRC. In this paper, the criminal dialogs in some carders (Credit Card Criminals) forums are analyzed using statistical analysis. Business deals and negotiations are generally done through private messages in these social networks. Constructing and analyzing the graphs constructed by the traffic of private messages result in conclusions such as small world phenomenon, assortativity coefficients, rich club phenomenon and transitivity.

Semi-automated knowledge discovery: identifying and profiling human trafficking (Poelmans et al., 2012).

This research proposes a semi-automated and human-centered knowledge discovery methodology based on formal concept analysis. The proposed method is backed up using real life case studies from the law enforcement agency in Netherlands at the department which aims for identifying and profiling human trafficking. The problem that this research tackles is the overload of textual information coming from police reports. The key idea is to use formal concept analysis which uses concept lattices to display the people found in available police reports and track the warning indicators for them. Concept lattices allow for the detection of potentially relevant links between independent observations made by different police officers, expose pertinent persons to each other, criminal networks, and the role of certain suspects in these networks.

Terrorist Threat Assessment with Formal Concept Analysis (Elzinga et al., 2010).

This research contains the same key idea with the aforementioned paper of “Semi-automated knowledge discovery: identifying and profiling human trafficking”. The early warnings of a potential jihadist who is becoming dangerous are provided by the National Police Service Agency of Netherlands. Formal Concept Analysis is used on police reports to extract and visualize potential jihadists and Temporal Concept Analysis is used to model how the analysis is evolved over time.

4. Defensive methods, anomaly detection and IDS /IPS

Anomaly Detection: A Survey (Chandola et al., 2009).

Anomaly detection refers to the problem of finding patterns in data that do not conform to expected behavior. Anomaly detection is used in many applications in computer science such as image processing, text mining, industrial damage detection, fraud detection, intrusion detection and so on. This survey provides a structured overview of the research on anomaly detection. In the survey, anomalies are distinguished and anomaly
Detection techniques are classified by the intuition behind them. Each approach and the domain in which they are being used is defined, the challenges in each domain are discussed thus providing a comparative analysis.


An artificial Neural Network consists of a collection of treatments to transform a set of inputs to a set of searched outputs, through a set of simple processing units, or nodes and connections between them (PLANQUART, 2001). A neural network IDS (NN IDS) is the version of intrusion detection systems that is able to learn the new threats and store policies for those threats after a training phase. Training a NN IDS involves supplying a dataset for abnormal and normal traffic in order to letting it store the rules for recognizing abnormalities. This work presents the tests for various NN IDS while emphasizing the importance of a NN IDS to have a low convergence rate (training), high detection rate and low failure rate (errors).

Resilient Identity Crime Detection (Phua et al., 2012).

Identity fraud has become an important problem with the remarkable increase in the usage of social media in the recent years. This work proposes a novel two layered resilient mining approach to detect identity fraud detection in credit applications. The challenges in such a domain are defined as adaptivity of the fraud and the lack of quality in data. The first level of approach is Communal Detection which is addressing the problem of finding identity theft with the real data. The second one is the spike detection which tries to sort out the data for fictitious identity theft.

A survey of coordinated attacks and collaborative intrusion detection (Zhou et al., 2010).

A collaborative intrusion detection system (CIDS) is a system which monitors and analyzes multiple networks simultaneously for intrusion and attacks. A coordinated and big scale attack is harder to detect with IDSs than local attacks since IDSs only monitor a subdomain of the internet. This paper reviews contemporary research in CIDS for detecting coordinated attacks. CIDS research is classified based on two approaches; the system architecture and the alert correlation.


This paper is yet another overview for network intrusion detection and prevention systems (IDPS). In this overview, the IDPSs are classified in 4 main categories: detection methodology, activity, behavior on detection and collection and analysis frequency. Misuse based detection, anomaly based detection and stateful protocol analysis detection are main classes for detection methodology. IDPSs are categorized into 4 domains according to their activities. These are network based, wireless based, network behavior based and host based. However, with the advent of the wireless network capabilities, these domains became quite intertwined. According to their behavior, IDPS are classified into two sub categories; active and passive. Finally by collection and analysis frequency, they are classified as periodical and continuous. This paper explains and gives examples to these categories with challenges that IDPS have in each category.

Intelligence-Driven Computer Network Defense Informed by Analysis of Adversary Campaigns and Intrusion Kill Chains (Eric M. Hutchins, 2011).

Advance persistent threats is a new class of threats defined as well trained adversaries running prolonged campaigns to attack highly sensitive information and systems of national security. The adversaries conducting APTs attempt to intrude until they are successful to do so. A kill chain model is a defense mechanism for preventing such attacks by Lockheed Martin Corporation. In the proposed model (described in the paper), any repetition in the trial of intrusion creates a complication for the attack since the system collects information from the attacks and thwarts the adversary by a kill chain process.

5. Offensive techniques and APTs

Cagatay Yucel and Ahmet Koltuksuz

The purpose of this paper is to define the tools needed for offensive cyber operations that would be performed by government authorities. This study decomposes any operation into five phases to make it consistent with NATO standard approach of operation planning. These five phases are determining the goals, selecting targets, planning, counter attack and extracting the lessons learned. Tools and resources for each phase are identified as a matrix and a canonical process model for a cyber-attack is provided in this study.

*Politically Motivated Distributed Denial of Service Attacks (NAZARIO, 2009).*


*Theoretical Model for Creating a Nation-State Level Offensive Cyber Capability (Ottis, 2009).*

This paper proposes a theoretical model that consists of three general ways to create a nation-state level capability to inflict damage on another nation-state or even non-state actors via cyber-attack. Three models are discussed; do-it-on-your-own model, volunteer forces model and mercenary approach. These approaches are compared in terms of reliability, costs and deniability of the attacks. The author emphasizes the importance of role and control of voluntary and mercenary forces that are integrated into the state’s overall offensive operations unit.

*Offensive Cyber Weapons: Construction, Development and Employment (Peterson, 2013).*

Complexity and difficulties of attacking to an Industrial Control System (ICS) is analyzed in this work. Developing, deploying and tracking of such devices are demonstrated mostly through the Stuxnet incident in this paper. Developing and deploying of such an attack is relatively easier than maintaining communication with the deployed weapons, most likely Trojans, in order to retrain stealth. However, this paper does not address the recent studies of cryptography protocols for Supervisory Control and Data Acquisition (SCADA) networks and Distributed Control Systems (DCS). The utilization of cryptographic protocols makes some of the discussed attacks impossible to conduct. Open source literature of such devices is also emphasized in this study.

6. Discussion and conclusion

As the critical infrastructures are the assets of a nation’s economy, safety and health, the governmental attacks are almost always targeted towards them. That makes the industrial control systems key targets as can be seen in the incidences of Stuxnet in Iran, attacks in Estonia and many more. The recent developments on sensor networks of critical infrastructure protection increases the importance of attacks on embedded network devices, and such attacks would be very destructive regarding the consequences of halting the services of these critical infrastructures. The studies of Giannetsos and Dimitriou in 2013 and Kiyavash et al., 2013 are relevant to such attacks as they are targeted to the sensor networks and network devices and would be of great help to the offensive units of governments.

On the other hand, most of the anti-spywares’ detects signatures in the registry files, operating system files and installed programs and remove them if found. Design of the self-healing spyware in (Ming-Wei et al., 2007) creates a sticky spyware by recreating removed components of the spyware. Anti-spyware studies in the rest of the chapter 2 provide a set of methods both for mobile and autonomous systems and discuss how effective they are. The study on iOS devices (Oh, 2012) suggests that they provide no additional security. However, there should be anti-spyware designs that benefit from the contemporary malware detection systems as clients on those devices. Collective analysis and resulting databases discussed in the study of Stamminger et al. in 2009 are crucial to the critical infrastructures.
The amount of time needed to collect the open source data shortening much following the increase in the speed of the internet as well as sorting and analyzing the data became the bottleneck in the intelligence cycle. Intelligence and Law Enforcement Agencies are building their online patrol teams in order to gather information from publicly available data on a daily basis as the amount of they have to deal with reaches hundreds of gigabytes. Therefore, the studies on social networks would be in great help for them to extract the opinions in a web forum (Ming and Hsinchun, 2012), to extract the structure out of a criminal network (Yip et al., 2012) and to identify and profile online criminals (Benjamin and Hsinchun, 2012), (Poelmans et al., 2012). Although the intelligence analysis is complexity-wise too hard to be done on a computer than on a human brain, these tools should be employed to deal with such a huge amount of data.

Anomaly detection is used in many applications in computer science; such as image processing, text mining, industrial damage detection, fraud detection, intrusion detection and so on. Such methods can be employed both to protect the critical infrastructures and to detect the identity of an adversary in a network data through combining them with IDS/IPS. Collecting the intrusion data from such systems which are employed in the critical networks and mining through them to identify similarities and characterizations would be a good technique for gaining superiority over an adversary.

The study of Prins in 2013 discusses how a national cyber offensive unit should operate and breaks down operations into five phases to make it consistent with the NATO standard approach of operation planning. Tools and resources for each phase are identified for a cyber-attack while the strategy for such an offensive unit is discussed in the paper of Otts of 2009 according to the employment of the offensive unit. To get a good understanding of the modus operandi of governments DDOS, the political incidents of DDOS attacks should be mapped over these strategies. Therefore, a detailed analysis of such incidents (NAZARIO, 2009) takes place in this annotated bibliography.

As the governments are building their cyber operation units, the complexity of a possible cyber war is increasing with the rivalry. Many of the aforementioned studies are rooted from the scientific developments which are familiar to computer scientists. Data mining, anomaly detection, network analysis, graph theory and neural networks are the main fields taking place in this front and this study presents a survey through the recent literature on these fields that an intelligence officer would need to keep up with the latest innovations in Computer Science.
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Abstract: Computer Network Security has become a critical and important issue due to ever increasing cyber-crimes. Cyber-crimes are spanning from simple piracy crimes to information theft in international terrorism. Defence security agencies and other militarily related organizations are highly concerned about the confidentiality and access control of the stored data. Therefore, it is really important to investigate on Intrusion Detection System (IDS) to detect and prevent cyber-crimes to protect these systems. This research proposes a novel distributed IDS to detect and prevent attacks such as denial service, probes, user to root and remote to user attacks. In this work, we propose an IDS based on Bayesian network classification modelling technique. Bayesian networks are popular for adaptive learning, modelling diversity network traffic data for meaningful classification details. The proposed model has an anomaly based IDS with an adaptive learning process. Therefore, Bayesian networks have been applied to build a robust and accurate IDS. The proposed IDS has been evaluated against the KDD DAPRA dataset which was designed for network IDS evaluation. The research methodology consists of four different Bayesian networks as classification models, where each of these classifier models are interconnected and communicated to predict on incoming network traffic data. Each designed Bayesian network model is capable of detecting a major category of attack such as denial of service (DoS). However, all four Bayesian networks work together to pass the information of the classification model to calibrate the IDS system. Bayesian. The proposed IDS shows the ability of detecting novel attacks by continuing learning with different datasets. The testing dataset constructed by sampling the original KDD dataset to contain balance number of attacks and normal connections. The experiments show that the proposed system is effective in detecting attacks in the test dataset and is highly accurate in detecting all major attacks recorded in DARPA dataset. The novelty of this IDS is the adaptability for the different attacks domains and the ability to update the IDS with new models. Furthermore, the practical implementation of the proposed IDS system can be utilized to train and detect attacks in live network traffic.

Keywords: cybercrimes, Bayesian network, intrusion detection system, DARPRA, adaptive learning

1. Introduction

Network and system security provides ability to computer systems to merge and work together in a more secured and trusted environment. Modern day’s people used to do their online shopping, learning and bank transactions. These data transferred between different parties must not be revealed to the unauthorized third parties. Therefore, providing integrity, confidentiality and availability of the information carried through the networks is a fundamental responsibility of network security. Therefore, cybercrime protection and network security is becoming increasingly more valuable. Nowadays, networks are built with large, complex systems based upon technologies that designed without security in mind. Simultaneously, these systems are under the experiments of cryptanalysis. Cryptanalysis has made significant inroads towards vulnerable computer system and which most of them have successfully exploited. We are living in an era of nuclear wars and unstable political environment which implies that highly dangerous systems must be highly secured. The implication of cybercrimes has increased ability of unauthorized access to the systems using modern cryptanalysis automated tools. These tools have been made an attacker’s job much easier and accurate.

Distributed Denial of Service (DDoS) attacks has become a severe threat to Internet security. DDoS attacks carried out to make system inaccessible by flooding the server’s network and end user systems with fake generated traffic. This will stop legitimate users gain access to the system resources. Moreover, problems in network security come in the form of hostile/unwanted trespass either by users or software compromise to unauthorized login, unauthorized elevation of privilege and deployment of viruses. There are three forms of intruders identified in the field of network security; masquerade which is an outsider typical action would be unauthorized access by penetrates system or access controls to exploit a legitimate user’s account. The second type of intruder is misfeasor (generally an insider), which is a legitimate user that access data programs resources for which either she/he is unauthorized to access or alternatively to misuse that he/she is authorized to access. Clandestine user (insider or outsider) typically obtains administrator privilege control to avoid auditing access controls or to suppress audit collection. This research considers detecting these types of
attacks with an anomaly based IDS (Khor et al, 2009 ). This research proposes an approach to build a distributed Intrusion Detection System (IDS) with the machine learning technique called Bayesian network (BN). A Bayesian network is an accurate and robust technique to build classification models to classify the normal and abnormal behaviors in network traffic data. This research has investigated towards the artificial intelligence and machine learning technique to construct anomaly based IDS with an adaptive learning process. Bayesian network provides the adaptive nature to the IDS, Bayesian networks are useful tool for determining suspicious activity or security threats in computer systems (Abouzakhar et al, 2010).

2. Research background

Most of the modern computer systems are distributed systems, such systems are more vulnerable to malicious activities rather a centralized system. The distributed nature of the system allows attackers to use more resources for the attack than centralized systems, also it is difficult to prevent or detect such attacks due to the complexity of the system [6]. In the context of network security intrusions defined as any malicious activities that could compromise the system integrity, confidentiality, or availability (Debar et al, 2000). Detecting threats using machine learning techniques are more important and one of the most reliable technique is “Bayesian network” (BN) based anomaly based detection. This will eliminate the problem of changing attack signature over the time. A Bayesian network is recognized as a tool for modelling decision equations in graphically, continuing uncertainty. The IDS model proposed by in (Abouzakhar et al, 2011) was able to build an adaptive IDS model using Bayesian networks. In this paper (Abouzakhar et al, 2011) a BN is used to build automatic intrusion detection system based on anomaly detection. In this research (Abouzakhar et al, 2011) authors presenting an adaptive probabilistic approach for intrusion detection using Bayesian network in distributed systems. In this research, Bayesian learning approach for detecting cybercrime is based on detecting signature based threats in a large distributed system dataset. In (Abouzakhar et al, 2011) the developed Bayesian consists with a learning model that corresponds to the adaptive knowledge also includes the dynamic organization of the learning detector and parent variable discovery.

The paper presented in (Howard et al, 2009) has discussed two practical real time applications of Bayesian network for distributed system intrusion detection. Voice-over-IP (VoIP) System and E-commerce system were tested based on their Bayesian network model. The specialty of this effort is Bayesian network was manually created by the expert knowledge and based on attack graph. The Bayesian networks were based on attack graphs that include several multi-step attacks for software vulnerability (Howard et al, 2009). The model explains in this research contains an attack graph, Bayesian algorithm, Inference algorithm and a controller. Bayesian network feature selection has been evaluated by the research effort in (Khor et al, 2009). There are many features selection algorithms that can use in building Bayesian network. This research proposes two feature selecting algorithms, which are used to filter important features from original dataset that can use to build the Bayesian network. Built classifier models evaluated based on three types of a Bayesian network. Firstly, naive Bayes classifiers (NBC) which involves no learning process. Secondly, the Learned Bayesian Network classifiers which uses a learning algorithm to learn the Bayesian structure. Finally, the Expert-elicited Bayesian Network normally utilizes a standard network intrusion dataset [3] to train the structure. The data set contains 4 different types of instances that fall into the category of most known attacks. Denial of service, Probing, Remote to Local (R2L) and User to Root (U2R) are the four main categories of attacks that appear in the dataset (Khor et al, 2009).

Research work presented in (Tang et al, 2009) has addressed the situational awareness, the adaptive detecting ability in the context of Insider cyber threat. This approach using Dynamic Bayesian Network (DBN) as the concept of adapting the changes of the threats. In (Tang et al, 2009) authors claiming that most of traditional IDS or Intrusion prevention systems fail to address the dynamic inference capability and dynamic nature of the threats. In (Tang et al, 2009) authors proposed improved algorithm based on a DBN to recognize the dynamic behavior in the transition relationship of the Hidden Markov Model (HMM). DBN used to detect the user’s session behavior dynamically and must capture these changing situations and capture the future actions based on historic data. The framework in (Tang et al, 2009) established behavior representation by two types of variables called randomly observable state variables and random hidden state variables. This representation (DBN) typically a classification model is transformed into an HMM with the application of inference algorithm. DBN to HMM transformation benefit all three stages of classification model construction, learning and inference. Grid computing is the future of distributed computer systems and grid computer systems uses proxy for credentials authentication and authorization. These credentials will be attacked even they have very short
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lifetime, but system proposed in (Kunz et al, 2011) presenting a Bayesian network based classifier on this grid computing infrastructure. This Bayesian classifier will detect abuse grid credentials and legitimacy user alteration. Grid computer infrastructure slightly changed to add a Bayesian network classifier that detecting abused grid credentials details. This paper (Kunz et al, 2011) proposed an improved middleware security in the grid infrastructure that increases the grid security up to 99.5%. In this case, Bayesian classifier train data that's collected upon proxy credentials audit records that has labelled as legitimate or abuse. Bayesian classifiers build on the knowledge of both Grid path graph and the credentials graph interconnected or overlay two graphs to correlate the information in both graphs (Kunz et al, 2011).

The paper in (Frigault, 2008) has proposed a DBN approach to detect vulnerabilities in the computer system and address the issue of the changing nature of the threat by the time. When more technical details of the vulnerability published exploitability of the thread become more sophisticated. Mainly, the research (Frigault, 2008) has focused on building a DBN based IDS. The proposed DBN uses for detecting and change the model based on the evolving nature of the threat. DBN can be derived from the attack graphs and attack graphs update with updating constantly changing security environment. The model uses standard CVSS scores which ensure the model can lead to actionable knowledge (Frigault, 2008). This type of IDS endures the nature of the system and attack environment changes. Alma Cemerlic, Li Yang, Joseph M. Kizza in (Cemerlic, 2011) has presented a method with adaptive network intrusion detection with Bayesian network as the model construction technique, Bayesian training done through a mixed dataset containing real-world data and also DARPA dataset traffic. Most of research that focuses on anomaly detection using a statistically based approach, but as in (Cemerlic, 2011) authors mentioned that statistic is not based on a model of adaptive intelligent learning. Bayesian network solves the problem of adaptive learning from the past data. This proposed model that using K2 training algorithm as the Bayesian network learning algorithm and the junction tree as an inference algorithm.

3. Intrusion detection and machine learning

In this section machine learning based ID systems has been discussed in detail with the diversity of methods and modern trends of artificial intelligence and data mining techniques. ID systems were developed to detect and prevent malicious activities and provide strong security for the security critical computer systems. Modern research community investigating towards the intelligent based IDS systems that can detect intrusions with smart behaviors. ID systems are performing the detection of internal and external attackers, one of the major tasks of intrusion detection identifies the unusual patterns in user activities; provide early alarms and taking action against attacks. IDS can be divided into two major categories. Host based intrusion detection systems (HIDS) and Network based intrusion detection (NIDS). HIDS consider the data of local audit records such as windows audit files or process information, but NIDS system analyzes the network traffic data which is a recorded “tcpdump” file from a network. Signature based detection also called as rule based detection determines the user behavior with a comparison of some rules defined related to legitimate the user’s behavior. Statistical anomaly Detection is another method used in IDS systems for detecting by data collection carried out for legitimate user over a period of time. Then these learned structures (profiles) can be used to determine unauthorized users’ behaviors with the highest level of confidentiality (Mukhopadhyay et al, 2011).

3.1 Signature-based intrusion detection

Signature based IDS consists with a database of known signatures of known attacks, these attacks are predefined based on the attack analysis. Most of the signature based system has a low false positive rate, which is really accurate in terms of detecting known attacks by comparing incoming network data with signature database. Modern cyber-attacks are growing rapidly and change its formation regularly. Due to this reason signature based IDS systems are difficult to maintain the demand.

3.1.1 Genetic algorithms

A genetic algorithm is a computational model, the basic concepts behind genetic algorithm is an evaluation and natural selection. This means only fittest will be survived in the process of natural selection. Genetic algorithms creating set of rules for network data with the following sample structure (Pr-owl). The below connection structure will be searched in the incoming network traffic to find out the attack connections.

If { The connection has following information: source IP address 124.12.5.18; Destination IP address: 130.18.206.55; Destination port number: 21; Connection time: 10.1 seconds}
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Then (Stop the connection)

3.2 Anomaly-based intrusion detection

This is the most common and useful IDS method used in network security. This type of methods creates profiles for the normal behavior of the network connections. This normal profiles learned IDS can be used to distinguish the incoming connections as normal or anomaly. Anomaly based ID system's major strength is reliable detection of unknown attacks. However, same time it gives so many false alarms, which eventually cause flooding out the network. The proposed IDS belongs to an anomaly based category. Machine learning techniques for intrusion detection has become a crucial research area due to its high importance. Machine Learning based IDS systems are still in the early stages, however these methods getting popular. Researches consider the artificial intelligent (AI) techniques and data mining approaches to build more robust, accurate IDS (Kandeeban et al, 2011). In (Mukhopadhyay at al, 2011) explains most of the modern intrusion detection techniques.

3.2.1 Artificial neural networks

Artificial Neural Networks can be train with the network traffic data, then use these neural networks to recognize the patterns in network data. These neural patterns can be used to verify and distinguish between intrusion and normal connections. An artificial neural network consists with set of treatments to transform inputs to a set of searching outputs, through a set of simple processing units or nodes and connections between them (Sans Institute, 2011). The neural network based intrusion detection uses two types of training algorithms called supervised learning and unsupervised learning. Supervised learning state is learning the desired output for a given input. Multilevel perception (MLP), this is the most commonly used supervised learning algorithms (Sans Institute, 2011). Unsupervised neural network learning algorithm (ex: self organized maps) learns without specifying the desired output (Sans Institute, 2011).

3.2.2 Bayesian network

Bayesian networks apply to many domains such as medical diagnosis, machine learning, speech recognition, signal processing, Bioinformatics, natural language processing and cellular networks (Pr-owl, 2011). Bayesian Networks are very attractive machine learning technique that represents the domain knowledge and domain information in an elegant mathematical structure with simplified visual representation. Bayesian networks are graphically represented models that show a probabilistic relationship between a set of variables under the domain of uncertainty. The Bayesian network structure is represented in a directed acyclic graph and conditional probability tables (CPTs). The CPT table represents the probability of a random variable where, given the occurrence of its parent nodes. However, can we apply the same conceptual strategy to network security with Bayesian network. The computer security and thread models are changing with the time, adaptive Bayesian network is a strategic solution for network intrusion detection.

4. Proposed IDS model

The proposed IDS has three major functionalities which implemented using WEKA Java API for machine learning. Firstly, the IDS consists with a dataset pre-processing technique such as, attribute selection, attribute filtering, and instance filtering. Secondly, the IDS consists with a Bayesian network classification model, which is the key component in the system, which does the classification of the network data. Thirdly, Inference analyzer which has designed as the prediction module for incoming testing network traffic. These modules named as data preprocessing, Bayesian network structure learning and inference algorithm module to classify the incoming new data respectively. The novelty of this IDS can express as the adaptability for the different attacks domains and the ability to update the IDS with new models.

4.1 Proposed IDS conceptual model

The proposed IDS is not merely to detect only denial of service attacks, IDS also capable of detecting other types of attacks which has appeared in testing dataset. This case, those attack types were “probes”, “user to root” and “remote to user” attacks. The major component of the system is the Bayesian network classification model which has four different Bayesian network models, which coordinates together to provide accurate detection results. This will guarantee that very less number of attacks will by-pass the IDS, because each network is a specialist model to detect the special kind of attack type. The main novelty of the proposed IDS is
in the form of ability to adapt based on the input dataset. The proposed IDS is capable to work by adding more and more Bayesian network models based on different attacks. Two other major components are data distributor and Inference analyzer.

**Pre-processing:** Pre-processing is responsible for data preparation for the Bayesian network model learning process. This module uses attribute selection, attribute filtering and instances filtering for preparing the input dataset.

**Bayesian network structure learning (Building Bayesian Models):** This is the key module of the proposed IDS, proposed architecture contains four Bayesian networks to detect four different attack types. Data distributor is used to feed relevant data (network traffic) to relevant Bayesian network model for training. These models are adaptable to detect new attacks since proposed IDS support adding new Bayesian networks or modifying of existing network with attack’s features.

**Inference Analyser:** Once all the Bayesian network models are built (trained on network traffic) and those networks are ready for predicting attacks in incoming network traffic. Test data divided by inferential analyses to each Bayesian network to classify in the attacks. Inference Analyser classify each record of the input data to normal connection or to a relevant attack. The proposed IDS model has been demonstrated below in detail.

**Data preprocessing**

- **WEKA FS:** Selection
  - Raw Dataset
  - Pre-Processing
    - Attributes Reduction, instances removal, normalization
  - Domain Knowledge & Attack Graph

**Bayesian network models**

- **Learning Algorithm**
  - Pre-processed Dataset
    - Bayesian Learning
      - Data Distributor
        - Network of Bayesian network
  - Bayesian Predicting

**Test data classification**

- **Inference Algorithm**
  - Inference Analyser
    - Result
  - Test Data

**Figure 1:** Proposed IDS model using Bayesian network

There are several approaches to detect intrusion using anomaly based detection, However our research is unique by the dynamic ability to construct relevant Bayesian networks for different attack domains. Data distributor is a unique concept to make the IDS much more configurable and also to plug new Bayesian network models to the system easily. These added Bayesian networks are interconnected to carry out the detection.

**4.2 Feature extraction and data pre-processing**

Data pre-processing is required in order to remove unwanted attributes from the original dataset and construct a dataset which can be used to build a Bayesian network. The feature selection specifically achieved by analyzing, packet information, in this section dataset feature will be analyzed based on the attacks nature and additional domain knowledge. However, since vast numbers of cyber-attacks recorded in KDD dataset, it is better to build a Bayesian network by focussing on each attack type. Identified attack types are DDOS, R2L, U2R and Probes. Data pre-processing including extracting features from original dataset. WEKA attribute filtering has been used with other pre-processing techniques such as attribute selection, attribute discretize and filling missing instances.
Table 1: Attribute selected for each attack type

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>DDoS</td>
<td>This attack type has carefully studied and attributes related to this has been selected. Ex: Protocol type, service, server related attributes (server error rate), file creation, guest login, destination host error rate, destination server error rate and same service rate. (Bayesian network displays the full set of attributes).</td>
</tr>
<tr>
<td>Probes</td>
<td>Service, Protocol type, flag, ,error_rate , error_rate, same_svr_rate,diff_svr_rate , dst_host_diff_srv_rate, dst_host_srv_diff_host_rate, dst_host_srverror_rate, dst_host_error_rate, dst_host_svrerror_rate</td>
</tr>
<tr>
<td>User to Root</td>
<td>Duration, Protocol type, service, src bytes, num compromised, hot, root_shell, dst_host_count, dst_host_svr_count, dst_host_same_src_port_rate, num_failed_logins</td>
</tr>
<tr>
<td>Remote to User</td>
<td>duration,protocol_type ,service ,src_bytes, urgent ,hot ,num_failed_logins, inum_compromised, lroot_shell, is_host_login , dst_host_same_src_port_rate, dst_host_rerror_rate, dst_host_srv_rerror_rate</td>
</tr>
</tbody>
</table>

4.3 Data distributor

This module’s major function is to distribute the training data among the separate Bayesian networks, where each category is designed to train a special kind of attacks. Data distributor is generating four separate “arff” data files that can be used to train the each different network. Input dataset has 41 attributes which must be distributed to each sub dataset based on the configuration setup by attributes removal algorithm.

4.4 Bayesian network classifiers construction

Bayesian network classifiers are built based on the training data provided by data distributor. Bayesian network classifiers building process includes structure learning, parameter learning, and building probability distribution tables for each node in the network. There are two major learning processes for Bayesian network structure learning. The structured learning, also known as causal discovery which is the process that Bayesian network used to learn the structure and parameters with the provided input data. The causal discovery aims to learn the structure and learn the parameters. The proposed IDS is using various algorithms such as K2, Hill climbing and tabu search. The probability distribution learning achieved with algorithms such as Bayesnet estimator, BMA estimator and multinomial estimator. Once structure learning is complete then parameter learning completes the CPT tables for each feature in the BN.

4.4.1 Bayesian network design for DDoS attacks

The following network design diagram is for detecting distributed denial service attacks. Bayesian network design needs to consider the attributes, search algorithm and estimation algorithms. The “Hillclimber” search algorithm with five parents used as the search algorithm for this network with simple estimator as an estimation algorithm with threshold value “0.5”. Finally, After studying the attack graphs and also with the domain expert knowledge and analysis using tools following set of features were selected to construct the DDoS Bayesian network.

The same procedure will be followed to create the Bayesian networks for other attacks types. The proposed IDS allows to integrate new Bayesian network models to the IDS based on the expert knowledge on the modern attacks. In this scenario we have designed three other Bayesian networks for attack types. Such as probing attacks, user to root attacks and remote to user attacks.

4.4.2 Inference analyser

The inference analyzers perform the classification of new incoming data with the every relevant Bayesian network model created. Inferential analysis determines which network gives the best result for particular inference effort. Attributes distribution in inferential analyses takes the new connection data and distribute the relevant attributes to the Bayesian network for inference. Once all the virtual datasets created its feed into the inference algorithm which can be used to do the classification of each dataset.
5. Experiments results and analysis

- Bayesian Network Learning / Training Process

The proposed IDS has been implemented using the Java WEKA library for data mining and machine learning. The implementation consists with four major module’s data pre-processing, data distributor, Bayesian structure learning and Bayesian inference analysis. The proposed IDS system prototype was developed as below diagram. Developed system learned with HillClimber algorithm and generate four Bayesian networks and then use those networks to predict on a given test data file.

Prediction on new test data file and writing the result to the user is displayed as following diagram.
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Experiment of the research has obtained valuable result for detecting DDoS attacks. Experimental setup for the research presented with detail using WEKA Knowledge flow. IDS has evaluated with its true positive, false positive rates with some other parameters such as precision and recall.

5.1 Experimental setup

In the experiment each Bayesian network trains with relevant attack category instances from the input datasets and build all BN at training stage. Generated BN models are used to classify using one large testing datasets. Normalization of training datasets and testing dataset is done through the WEKA dataset unsupervised learning. Experiment setup can be modelled using the WEKA experimental designing tool as follows.

Figure 6: Model experimental setup
5.2 Result evaluation

Experimental data was captured with each attack and their true positive, false positive, precision, recall and F-Measure. Experiment data (training and testing) only based on DARPA dataset which is quite different than the real world connection data. Therefore IDS accuracy is recorded as high it can be reduced if the experiment’s data was real time.

True Positive: This is the rate of correctly classified records out of all records in the give testing dataset.

False Positive: This is the ratio of number of incorrectly classified normal connections.

5.2.1 Performance evaluation of DDOS attacks

DDOS attacks are most common and devastating attacks for security critical systems. Experiments carried out to evaluate the proposed systems DDOS attack detection ability. An experiment carried out with 10 folds cross validation, evaluation methods for the following dataset configuration for each attack. The result has categorized as dataset configuration, detail, accuracy by each attack and confusion matrix.

Table 2: DDOS evaluation dataset configuration

<table>
<thead>
<tr>
<th>Attack name</th>
<th>No of Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Back</td>
<td>2203</td>
</tr>
<tr>
<td>Neptune</td>
<td>107201</td>
</tr>
<tr>
<td>Land</td>
<td>21</td>
</tr>
<tr>
<td>Smurf</td>
<td>280790</td>
</tr>
<tr>
<td>Pod</td>
<td>264</td>
</tr>
<tr>
<td>Normal</td>
<td>97277</td>
</tr>
</tbody>
</table>

Table 3: Result table of DDOS detailed accuracy by class

<table>
<thead>
<tr>
<th>Attack Name</th>
<th>TP Rate</th>
<th>FP Rate</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>back</td>
<td>0.926</td>
<td>0.02</td>
<td>0.908</td>
<td>0.926</td>
<td>0.917</td>
</tr>
<tr>
<td>teardrop</td>
<td>0.982</td>
<td>0.02</td>
<td>0.997</td>
<td>0.982</td>
<td>0.989</td>
</tr>
<tr>
<td>neptune</td>
<td>0.99</td>
<td>0.01</td>
<td>1</td>
<td>0.99</td>
<td>1</td>
</tr>
<tr>
<td>land</td>
<td>0.857</td>
<td>0.03</td>
<td>0.529</td>
<td>0.85</td>
<td>0.655</td>
</tr>
<tr>
<td>smurf</td>
<td>0.99</td>
<td>0.01</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Normal</td>
<td>0.998</td>
<td>0.001</td>
<td>0.997</td>
<td>0.998</td>
<td>0.997</td>
</tr>
</tbody>
</table>

Table 4: Confusion matrix for DDOS

<table>
<thead>
<tr>
<th>Classified as</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
<th>f</th>
<th>g</th>
</tr>
</thead>
<tbody>
<tr>
<td>a=back</td>
<td>2039</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>164</td>
</tr>
<tr>
<td>b=teardrop</td>
<td>0</td>
<td>961</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>18</td>
</tr>
<tr>
<td>c=neptune</td>
<td>1</td>
<td>0</td>
<td>107187</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>d=land</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>E=smurf</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>28076</td>
<td>6</td>
<td>23</td>
</tr>
<tr>
<td>F=pod</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>177</td>
<td>85</td>
</tr>
<tr>
<td>G=normal</td>
<td>205</td>
<td>3</td>
<td>0</td>
<td>8</td>
<td>18</td>
<td>5</td>
<td>97038</td>
</tr>
</tbody>
</table>

The proposed IDS does not need to have a knowledge of each attack which is practically a difficult task, the system only required knowledge on category of attack into some extends. Therefore, proposed approach allows to combine the power of the Bayesian network learning and also the domain expert knowledge to full extend to detect all types of attacks in network data. Some detection approaches use event timing to construct Bayesian network models where these approaches are not based on actual real time traffic data which can be manipulated easily by an attacker. However, in our research approach we use basic network traffic data to build Bayesian network models.

6. Conclusion

This research proposes a novel distributed IDS to detect and prevent attacks such as denial service, probes, user to root and remote to user attacks. In this work, we implement and evaluate an IDS based on Bayesian network classification modelling technique. The proposed model has an anomaly based IDS system with an adaptive learning process. The proposed IDS system has been evaluated against the KDD DAPRA dataset which
Chaminda Alocious et al.

was designed for network IDS evaluation. The research methodology consists of four different Bayesian networks as classification models, where each of these classifier models are interconnected and communicated to predict on incoming network traffic data. Each designed Bayesian network model is capable of detecting a major category of attack such as denial of service (DoS). Experiments and project implementation used WEKA Java API to develop the IDS model and required simulation scenarios. Experiments result shows that proposed IDS system’s. The experiments show that the proposed system is effective in detecting attacks in the test dataset and is highly accurate in detecting all major attacks recorded in DARPA dataset. Furthermore, the practical implementation of the proposed IDS system can be utilized to train and detect attacks in live network traffic.
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Abstract: The increasing complexity of software applications can lead to operational failures that have disastrous consequences. In order to prevent the recurrence of such failures, a thorough post-mortem investigation is required to identify the root causes involved. This root cause analysis must be based on reliable digital evidence to ensure its objectivity and accuracy. However, current approaches to failure analysis do not promote the collection of digital evidence for causal analysis. A promising alternative is offered by the field of digital forensics. Digital forensics uses proven scientific methods and principles of law to determine the cause of an event based on forensically sound evidence. However, being a reactive process, digital forensics can only be applied after the occurrence of costly failures. This limits its effectiveness, as volatile data that could serve as potential evidence may be destroyed or corrupted after a system crash. A more proactive approach to digital forensics is therefore required. The analysis of near misses is a promising solution to the above issue. Unlike failures, near misses do not result in loss. Instead, they are high-risk situations with the potential for loss or damage, and as such, are often forerunners to serious failures. The detection of near misses therefore provides an opportunity to safely collect relevant failure-related data before the actual failure occurs. Near-miss analysis has been implemented successfully for decades in many engineering disciplines, but it is not yet readily used in the IT industry. The current paper therefore proposes the architecture of a near-miss management system suitable for the software industry by proposing a definition of a near miss from an IT system perspective. The proposed definition is based on the allowed downtime indicated in the Service Level Agreement (SLA), which specifies the system’s contractually agreed performance level. The downtime-based definition of near misses is then used to detect and classify near misses based on their risk level.
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1. Introduction

Software failures have occurred since the beginning of the computer age as is evidenced by the number of highly publicised IT accidents reported in the media. One recent example of a crisis caused by a software bug is the system failure at the Royal Bank of Scotland (RBS), a major bank in the UK, in December 2013. Due to an unspecified technical glitch, the bank’s various electronic channels were unavailable and customers were unable to make payments or withdraw cash with their debit cards (Finnegan, 2013). This outage occurred on “Cyber Monday”, which is considered one of the busiest online shopping days of the year. This failure is not the first experienced by RBS. In June 2012, another major outage occurred and left millions of customers unable to access their bank accounts for four days due to a failure in a piece of batch-scheduling software. As a result, deposits were not reflected in bank accounts, payrolls were delayed, credit ratings were downgraded and utility bills were not paid (Worstall, 2012).

The examples quoted above show that software failures result in downtime and poor system performance, both of which can have disastrous consequences. Preventing the recurrence of such disasters is therefore crucial. A thorough post-mortem investigation is required to determine the root cause and correct it. To ensure the validity of its results, the investigation must be based on reliable digital evidence such as log files, system settings and database dumps.

Sound evidence of the software failure promotes the objectivity and comprehensiveness of the investigation, which translates into a greater accuracy of the results. Furthermore, reliable evidence is valuable in the event that the software failure leads to a product liability lawsuit. However, current informal approaches to failure analysis do not promote the collection and preservation of digital evidence. Rather than depending on objective evidence analysis, failure analysis methods often rely on the investigator’s experience with the system to identify the cause of the problem. Examples of such failure analysis approaches include application performance management tools, transaction management tools, the war room method, as well as troubleshooting (Neebula.com, 2012).
Troubleshooting in particular, which is usually the first response to a system failure, focuses on restoring the system to its operational state as quickly as possible. This allows little time and resources to collect evidence of the failure. Besides, system restoration often requires rebooting, which destroys or tampers with valuable information that could pinpoint the root cause of the problem (Trigg & Doullis, 2008). Both these issues leave the system vulnerable to the recurrence of a similar failure.

The 2012 outage at RBS referred to earlier illustrates the above point. Although the origin of the problem was initially identified through troubleshooting, the patch that was subsequently applied some hours later did not lead to a full system recovery (Du Preez, 2012). This suggests that the troubleshooting approach did not correctly identify the root cause of the problem, and the real source of the glitch was discovered only after a comprehensive investigation by an independent expert had been ordered by the Financial Services Authority (Finnegan, 2013).

In order to ensure that the failure analysis is based on reliable evidence, the investigation must follow a process that favours the collection and analysis of such evidence. The forensic process is well suited to this purpose, as forensic science uses objective evidence to reconstruct past events. The field of digital forensics, as the application of forensic science to digital systems, also follows established procedures meticulously to ensure the accuracy and completeness of digital evidence and to interpret it objectively (Vacca & Rudolph, 2010). We therefore argue that although it is currently limited to criminal events, security incidents and civil matters, digital forensics can serve as an effective alternative for investigating major software failures. Various standards such as the ISO/IEC 27002 information security standard (ISO/IEC, 2007) and the American National Institute of Standards and Technology (NIST) support this view (Scarfone et al., 2008) and recommend the collection of forensic evidence for the investigation of system failures.

However, as beneficial as it is, digital forensics adopts a reactive approach that can only be applied after the occurrence of a failure. This limits the effectiveness of the investigation, since volatile data that could serve as potential evidence may be lost after a system crash. In order to address this limitation of digital forensics, we propose that the forensic investigation be started at an earlier stage, before the software failure actually unfolds. This requires the detection of high-risk conditions that can lead to a major failure. These forerunners to failures are known as near misses in the risk analysis literature (Jones et al., 1999).

By definition, a near miss is a hazardous situation where the sequence of events could have caused an accident had it not been interrupted (Jones et al., 1999). This interruption can be caused by chance or by human intervention. A simple example of a near miss in everyday life is the case of a driver crossing a red traffic light at a busy intersection at high speed without causing a collision. As a near miss is very close to an entire accident sequence, it provides a fairly complete set of data about the potentially ensuing accident. Such data can be used as evidence to reconstruct the impending accident and to identify its root cause. The analysis of near misses can therefore offer a proactive way to collect relevant failure-related data before the failure actually occurs. For this reason, we explore the application of near-miss analysis to facilitate the forensic investigation of software failures.

Although not yet used in the software industry, near-miss analysis is an established field successfully used in several engineering fields and in the military and healthcare industries. It is usually performed through so-called near-miss management systems, which involve automated tools designed to record and analyse near misses (Phimister et al., 2003). The current paper therefore presents our work-in-progress for the architecture of a near-miss management system designed for the software industry.

The proposed architecture follows the digital forensic process to collect evidence of the near-miss and determine its root cause. The architecture accommodates design challenges specific to the software industry where the concept of a near miss is still largely unexplored. As illustrated in Figure 1, the architecture therefore lies at the intersection of failure analysis, digital forensics and near-miss analysis.
The remainder of the paper is organised as follows: Section 2 discusses challenges to near-miss management. Section 3 reviews previous work on near-miss management to address the identified challenges and assesses its suitability for IT systems. Section 4 presents our proposed solutions to the above challenges from an IT system perspective. Finally, an architectural representation of the overall near-miss management system designed to implement the proposed solutions is presented in Section 5.

2. Challenges to near-miss management

Across industries, the successful implementation of a near-miss management system faces two main challenges: the detection of events and conditions that can be classified as near misses, and the high volume of near misses.

2.1 Detection of near misses

Since what exactly constitutes a near-miss event varies between industries and organisations, a clear definition and specification should be given of which type of hazardous events should be reported as near misses. In many industries, near misses are often obtained from observed physical events and conditions. However, such an exercise is particularly challenging in the software industry – in the case of software applications, some near misses might not be visible at all, as no system failure occurs.

2.2 High volume of near misses

Near misses are typically more frequent than failures and can be numerous. In fact, an extensive study of industrial accidents conducted in 1969 already indicated that one actual severe injury can have up to 600 near misses as precursors (Nichol, 2012). (See the popular accident ratio triangle in Figure 2.) A more recent study conducted in 2003 suggests that this number could be even higher (Nichol, 2012).
Likewise, a high volume of near misses is expected in the software industry, as reports of various major software failures indicate that these disasters are often preceded by several minor events. However, with limited investigative resources available, the sheer volume of near misses can be virtually unmanageable. An effective data reduction mechanism is therefore required to investigate only those near misses that offer the most complete digital evidence of the potential failure.

Finding solutions to these challenges has been the focus of previous work on near-miss management, which is reviewed in the next section.

3. Previous work on near-miss management

Typically, a near-miss management system focuses on and performs the following three consecutive main processes:
- Identification of near misses
- Selection and prioritisation of near misses for analysis
- Causal analysis of the selected near misses

As mentioned earlier, the first two are particularly challenging, especially for software systems. Moreover, previous work on near-miss identification is very industry-specific and not really applicable to the software industry. We therefore review previous work on the last two processes only so as to identify previous solutions that could be used in the design of the near-miss management system that we propose in this paper.

3.1 Selection and prioritisation of near misses for analysis

Various approaches are used to classify and prioritise near misses. Besides manual screening, risk-based classification and mathematical modelling can be used.

Risk-based classification ranks near misses based on the severity of their potential consequences or on their frequency (Greenwell et al., 2003). This ranking can be performed with a risk decision matrix (Ritwik, 2002) or by analysing historical data of reported near misses to determine trends in the occurrence of certain near-miss events (Phimister et al., 2004).

Mathematical modelling can be used to estimate the conditional probability of an accident given a near miss in order to assess its level of severity. This accident probability is defined as the level of closeness between the near miss and the likely accident. Probabilistic risk analysis (PRA) and Delphi techniques can also be used for the same purpose. PRA consists of estimating the risk of failure of a complex system by breaking it down into its various components and determining potential failure sequences. The Delphi method is a group decision-making tool that can be used to obtain information on the probability of an accident from a panel of experts (Phimister et al., 2004).

Although the above techniques can provide useful results, previous work in near-miss prioritisation is generally specific to the industry concerned and often requires prior knowledge about near misses from historical data. The latter is not available in the software industry, where the concept of near miss is still new. However, one valuable concept that can be applied in the IT industry is the prioritisation of near misses based on the likelihood of a failure. Our suggestion on how to use this approach is presented in Section 4.

3.2 Causal analysis of the selected near misses

Causal analysis of near misses can be performed with investigation techniques borrowed from engineering disciplines – for instance fishbone diagrams, event and causal factor diagrams, event tree analysis, fault tree analysis and failure mode and effects analysis (RealityCharting.com, 2013). The investigation involves answering a series of questions that give insight into the factors that led to the near miss, the possible adverse consequences of the near-miss and the factors that prevented or limited those consequences. The analysis can be conducted by using various tools such as a comparative timeline to organise data and various matrices such as the missed-opportunity matrix and the barrier-analysis matrix (Corcoran, 2004).

Statistical analysis has also been proposed for learning from near misses. Some examples make use of estimation techniques, simulations and regression analysis (Phimister et al., 2004). However, as valuable as
these techniques are, they do not follow forensic principles. Thus they are not suitable for our proposed near-miss management system, which applies the digital forensic methodology to analyse near misses, the same way we suggest using digital forensics to investigate software failures. (Our proposed process for this purpose was described in a previous paper (Bihina Bella et al., 2011.).)

As the above review shows, some work is still required to define, classify and prioritise near misses from an IT system perspective. Our vision on how this can be done is explained in the next section.

4. Definition and prioritisation of near misses for IT systems

4.1 Definition of near misses for IT systems

The exact definition of a near miss depends on the industry and organisation involved. However, when referring to engineering products, a common understanding is that near misses are risky conditions or events that can lead to a major failure if not remedied in time (Jones et al., 1999).

With regard to IT systems, a failure is “the inability of a system or component to perform its required functions within specified performance requirements” (IEEE, 1990). Since no system is immune to malfunction, no system vendor can guarantee that the system will work perfectly and continuously at all time. In other words, some periods of downtime are expected. For this reason, the performance requirements of a typical IT system make provision for a downtime “allowance”. This allowed downtime can be indicated informally in the system’s specifications document, but it is usually formally specified in a contract between the service provider and the receiver of the service (customer). This contract is referred to as a service level agreement (SLA) (Sevcik, 2008).

For instance, the SLA for a website may specify that the site will be operational and available to the customer at least 99.9% of the time in any calendar month. This indicates that the website should not be down for more than 0.1% of the time in a month. For a 30-day month, this corresponds to a downtime limit of 0.03 day or 43 min and 12 s. If the website is down for more than this amount of time in a month, it does not meet the customer’s expectation in terms of the SLA. It violates the SLA and is considered to have failed.

Therefore, for the purposes of the research in hand, an event is considered a failure if its resulting downtime exceeds the downtime allowance specified in the SLA. Similarly, an event is considered a near miss if it can lead to exceeding that allowance. We therefore propose the following informal definition of a near miss:

A near miss is an unsafe event or condition that causes a downtime whose duration is close to exceeding the downtime allowance specified in the SLA.

We propose to use the above concept as the basis to formally define a near miss. In order to do so, we need to determine how close the experienced downtime should be from exceeding the allowed downtime to be considered a near miss. We suggest specifying a near-miss threshold for this purpose. This threshold will vary from one organisation to the next, depending on its risk tolerance. For instance, a 95% threshold (95% of the downtime allowed) would correspond to a total monthly downtime of 41 min and 2 s. In this case, a near miss is any monthly downtime of between 41 min and 2 s (the threshold) and 43 min and 12 s (the allowed downtime). This threshold-based definition of a near miss can be mathematically expressed as follows.

\[ D_{\text{experienced}} \text{ is the experienced downtime} \]
\[ D_{\text{allowed}} \text{ is the SLA downtime allowance} \]
\[ \alpha \text{ is the near-miss threshold in percentage; } \alpha < 1 \]
\[ \alpha \times D_{\text{allowed}} \text{ is the near-miss threshold in time value} \]
\[ \text{If } \alpha \times D_{\text{allowed}} \leq D_{\text{experienced}} \leq D_{\text{allowed}} \text{ then } D_{\text{experienced}} \text{ is a near miss} \]

Figure 3 shows the downtime-based classification of events explained above.
Figure 3: Classification of unsafe events based on their downtime duration

The above formal definition of a near miss enables the detection of near misses among periods of downtime. Once near misses have been identified, they need to be classified and prioritised for data collection and analysis. The next section explores our suggestion on how to prioritise near misses.

4.2 Near-miss prioritisation

We previously defined a near miss as a potential failure, more specifically as an event that can lead to the violation of the SLA. We also defined the violation of the SLA in terms of the system downtime. According to the same logic that we used to measure the severity of a failure based on the downtime experienced, we can assess the severity of a potential failure or near miss based on its expected downtime. In other words, we want to determine for how long the system will be down in the event of an outage caused by this near miss.

To this effect, we need the failure probability of the near miss and the expected recovery time for the outage, known as the MTTR (mean time to repair). The expected downtime is then calculated as the product of the failure probability and the MTTR. The MTTR can be obtained from the system vendor specifications or through historical observations. We are currently exploring formulas from the reliability theory of IT systems (Holenstein, 2003) to develop a suitable failure probability formula.

The system enters a “critical zone” when the expected downtime is greater than the SLA downtime allowance. This can be expressed as the following formula:

\[ D_{\text{expected}} \times P \times \text{MTTR} \]

where

- \( D_{\text{expected}} \) is the expected downtime due to a failure
- \( P \) is the probability of failure, given the current unsafe situation
- \( \text{MTTR} \) is the expected recovery time following an outage

If \( D_{\text{expected}} > D_{\text{allowed}} \) → critical zone

Only events in the critical zone are passed on for analysis. These events are prioritised based on the value of their expected downtime. If we manage to prevent a system outage once the system is in the critical zone, then this event is classified as a near miss, otherwise it is a failure. Both cases need to be investigated to identify their root cause and prevent their reoccurrence. In the case of the failure, the root cause analysis is facilitated by the fact that the event data collection occurred before the system failed.

The near miss management system that integrates the above steps is presented in the section below.

5. Architectural representation of near-miss management system

This section describes the architecture proposed for a near-miss management system that implements the steps for detecting and prioritising near misses, as well as the data collection and causal analysis described earlier. It starts with an overview of the overall near-miss management process and is followed by a detailed description of the architecture designed to automate this process.

5.1 The near-miss management process

To detect near misses, the system needs to be monitored with a view to recording and reviewing event logs. It is suggested that events be logged in a central repository such as a Syslog server. By default, Syslog messages are assigned a facility code and a severity value (Gerhards, 2009). The facility code indicates the source of the message (e.g. printer, network) and the severity value indicates its criticality (e.g. warning, error, emergency).
This information can be used for a primary categorisation and ranking of unsafe situations. Only severe events and messages that indicate a status change (e.g., up, down, restart) from critical resources are labelled as potential near misses. Events flagged as critical are then sent to another module for prioritisation. This module calculates the system failure probability and expected downtime based on each event. Afterwards, events identified as being in the critical zone are passed on to another component for data collection. The Simple Network Management Protocol (SNMP) is proposed for this purpose. In our case, the SNMP manager is the data collection module and it requests additional information about the event from the relevant units of the monitored system through their SNMP agents. Corrective steps are subsequently taken to prevent a system failure, if possible. Finally, the collected data is used for causal analysis of the event. Once its root cause has been identified, recommendations are made to correct the system flaw. The architecture of a near-miss management system that is proposed for implementing the above process is described in the next section.

5.2 The near-miss management system architecture

The proposed near-miss management system architecture is shown as a UML component diagram in Figure 4. The architecture consists of five main components or modules listed as follows in their logical sequence:

- The Near-Miss Monitor
- The Near-Miss Classifier
- The Near-Miss Data Collector
- The Failure Prevention
- The Event Investigation

![Diagram](image)

Figure 4: UML component diagram of the near-miss management system

Some components consist of several sub-components that all have a type: a document file, an executable file or a database table. Dashed arrows indicate a dependency from the source component to the target
component. For instance, the Near-Miss Classifier requires high-risk event logs from the Near-Miss Monitor. Some dependencies are subject to conditions, for example an expected downtime must occur in the critical zone to activate a data request from the Near-Miss Data Collector.

Each of the main modules processes the event logs from the monitored system. The five main components of the system are used to perform a multi-stage filtering process that progressively discards "irrelevant" events and only retains near misses with the highest risk factor. The key component of the architecture is the module used to prioritise near misses, known as the Near-Miss Classifier. It uses the equation established in Section 4.2 to classify near misses based on their expected downtime. A description of the main components of the architecture follows.

5.2.1 The near-miss monitor

The Near-Miss Monitor monitors the units of the system to identify potential near misses. This module is implemented as a Syslog server that receives logs from every unit. Using predefined criteria (message content, source and risk level), the Syslog server classifies the logs based on their facility codes and severity values. Events classified as potential near misses are then sent to the Near-Miss Classifier.

5.2.2 The near-miss classifier

The Near-Miss Classifier calculates the failure probability and expected downtime, and prioritises events accordingly. Logs of events identified as being in the "critical zone" are sent to the Near-Miss Data Collector and an alarm is raised to notify the system administrator.

5.2.3 The near-miss data collector

The Near-Miss Data Collector module is implemented as an SNMP Manager that requests data from the units in the critical zone. Such data may include the source identifier (e.g. IP address), running processes, system settings and error messages. This data is then stored in the Event Data table before being transferred to the Failure Prevention module.

5.2.4 The failure prevention

In the Failure Prevention module, the system administrator uses the collected data to identify and implement appropriate corrective steps in an attempt to prevent or at least mitigate the impact of a system failure. This might include ending some active but unused processes or deleting some stored but unnecessary data to free up memory. The administrator records the steps implemented in a log file for future reference. He then sends the outcome of the recovery attempt (successful or unsuccessful) to the Event Investigation module.

5.2.5 The event investigation

Based on the outcome of the failure prevention process, the Event Investigation module classifies events as either near misses or failures and stores the event details in the appropriate table for future reference. The administrator then conducts a root cause analysis of the event based on the data stored. Afterwards, recommendations for improvement are made and implemented - either immediately or at a later schedule time. The recommendations are stored along with the event details in the relevant table. These steps allow for the creation of an event history that can be looked up in the event of a similar event occurring in the future.

The above architecture enables the proactive collection of data related to the potential failure to be used for root cause analysis. Besides, it enables the improvement of the software correctness once the cause of the outage has been established and recommendations for improvement have been implemented. This prevents the recurrence of a similar failure in the future. An additional benefit of the architecture is that it enables the prevention of a failure if appropriate corrective actions are executed timely.

6. In conclusion

This paper examines the application of a near-miss management system to facilitate the forensic investigation of severe software failures. The paper established a definition of near misses for IT systems, and developed a method to detect, classify and prioritise near misses so as to address the issue caused by their high volume. The automation of this process, which was presented through the architecture of a near-miss management
system, is work-in-progress and research is underway to refine it. Future work is aimed at developing a mathematical formula to calculate the likelihood of a failure due to a near miss. This would allow for the prioritisation of high-risk near misses for detailed causal analysis.
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Abstract: Some research work claims that the adoption rates for cloud computing have not scaled as anticipated. This is mainly due to security concerns. Hence, most research efforts have been directed at the cloud security challenges. In the meantime, researchers have rarely focused on an equally important issue: that of digital forensics investigation in the cloud. It is on this premise that this paper makes an attempt to understand the challenges and complexities of conducting an effective digital forensics investigation in the cloud. The contribution is to provide a better understanding of the implications that cloud computing poses for digital forensics investigators. This paper proposes digital forensic readiness as a solution to help prepare the cloud for an effective investigation. The paper goes further to explain and motivate why the authors view digital forensic readiness as the most appropriate solution. It also discusses the major factors that are influencing the move towards digital forensic readiness for cloud computing. As a work-in-progress, this paper ends by proposing necessary requirements that must be considered in order to make the cloud become ready for an effective investigation. It also provides a glimpse to the proposed three-tier digital forensic readiness model for the cloud which is grounded on these fundamental requirements.

Keywords: cloud computing, digital forensics, digital forensic investigation, digital forensic readiness

1. Introduction

Cloud computing is arguably one of the most recent research frontiers across the IT space that is fast moving towards maturity. However, security concerns still remain a formidable challenge for most organisations intending to move their critical data to the cloud (Hoffman, 2013). On this premise, significant research efforts are still being directed at security challenges of the cloud. The research community have rarely focused on digital forensics investigation on the cloud. It is vital to protect and secure cloud systems from the inevitable security threats. However, it is equally important to be able to trace and track the sources of threats in order to identify the malicious culprits and bring them to book. Digital forensics investigation fills that gap. However, quite often it comes into play after an incident has already occurred taking a reactive approach.

Organisations cannot afford to follow the same reactive approach to digital forensic investigations on the cloud. This is mainly due to the transitory and dynamic setup of cloud services. This setup makes it hard for digital forensic investigators to gather credible evidence. However, the same setup also enables attackers to commit crimes and quickly destroy any traces of evidence. Attackers could simply migrate to another cloud service provider where they could do the same and leave without a trace (Feibig et al., 2013; Martini and Choo, 2012). Moreover, the shared cloud environment makes it possible for clients’ data to co-reside on a single physical infrastructure. Such co-residence causes isolation or retrieval of one client’s resources involved in an investigation to adversely affect others who may not be involved.

Based on the above and other challenges, conducting an effective digital forensic investigation on the cloud has remained a big challenge. Martini and Choo (2012) argue that there is a lack of recent understanding of the challenges that are brought about by cloud computing. Hence, this paper intends to provide a better understanding of the implications of cloud computing on the field of digital forensics. It acknowledges that the rise of cloud computing brings about a digital forensic dilemma. In order to solve this dilemma, this paper proposes a digital forensic readiness approach which is grounded on a number of specific requirements meant to solve the digital forensic crisis on the cloud.
The remainder of the paper is structured as follows: section 2 discusses some background and related work. Section 3 discusses the challenges of conducting a digital forensic investigation in cloud computing environments. Section 4 introduces digital forensic readiness and the requirements thereof on the cloud. Section 5 concludes and provides potential future work.

2. Background and related work

This section provides the theoretical background on which this work is grounded. It defines cloud computing and digital forensics and gives a brief discussion to set the scene. This section ends by reflecting exactly on why the rise of cloud computing is seen as the beginning of a digital forensic crisis.

2.1 Cloud computing definition

The most widely used definition of cloud computing is found in the NIST publication, which defines it as “a model for enabling convenient, elastic and on-demand access to a shared pool of configurable computing resources and services that can be rapidly provisioned and released with minimal management effort” (Mell and Grance, 2011). Substantial work has already been discussed within cloud computing. However, the research community has seldom discussed the issue of digital forensic investigation on the cloud.

2.2 Digital forensics

Digital forensics is a disciple that came about as a result of the ubiquity of digital devices and their increasing use in criminal or malicious activities (Reilly et al., 2011). Some define digital forensics as a scientifically-proven methodology for investigating digital devices which may be suspected to have been involved in criminal or malicious activities for potential evidence that could be used in a court of law in order to help prosecute the perpetrators (Ngobeni et al., 2012). This definition tends to lean more towards a criminal investigation. A comprehensive definition found in several other sources defines digital forensics as “the use of scientifically derived and proven methods towards the identification, collection, preservation, validation, documentation, analysis, interpretation and presentation of digital evidence derived from digital sources for the purpose of facilitating or furthering the reconstruction of events suspected to be of a criminal or malicious nature or assisting to anticipate unauthorized actions” (Agarwal et al., 2011; Harrington, 2012; ISO/IEC WD 27043.2, 2014). This definition encompasses both the criminal and corporate investigation aspects. Hence, most of our discussion from hereon would consider both the criminal and corporate investigation. The next section discusses the effects of cloud computing on digital forensics.

2.3 Related work

Conducting an effective digital forensics investigation in order to help prosecute cybercriminals in the cloud is still quite an open challenge. Research on this topic is still insufficient and has not scaled to the expected levels (Grispos et al., 2013; Grispos et al., 2011; Gupta, 2011). There is a need to extend and improve the existing tools and technologies to cater for the new cloud environment. Hence, some researchers Birk (2011), Hare-Brown and Douglas (2011), Ruan et al. (2011), Reilly et al, (2011), Taylor et al., (2010), Sibiya, Venter and Fogwill (2012) have already made attempts to identify some of the digital forensic challenges that arise in the cloud computing environment. The challenges of conducting a digital forensic investigation in a cloud computing environment as gleaned from the related work is summarized by the authors as depicted in table 1.

Below is a legend on how to read table 1.

✓ denotes a challenge
✓ denotes not a challenge

Of note is that some of the identified challenges are not necessarily specific to a cloud environment, but are also relevant for the traditional non-cloud environment in general. For example, the lack of consistent Internet laws has always been a challenge in both traditional dead and live forensics. It is still a challenge on cloud forensics. Casey (2012) argues that some of the issues that are a cause of concern in cloud environments have already been dealt with in the past. Martini and Choo (2012) asserts that even though the cloud might have introduced new challenges for digital forensics, the existing standards and key principles of digital forensics should be maintained.
Table 1: The challenges of conducting an effective digital forensics investigation on the cloud

<table>
<thead>
<tr>
<th>Challenge</th>
<th>Dead Forensics</th>
<th>Live Forensics</th>
<th>Cloud Forensics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large number of potential source of evidence</td>
<td>Massive data collection</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Search and seizure</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Selective capturing/acquisition (proportionality rule)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Complexity and timescale</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Virtualization</td>
<td>Insufficient storage capacity</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>VM snapshot acquisition</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>No checksum for image snapshots</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>No hardware write-block</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Non repeatable actions</td>
<td>Lack of integrity</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lack of system re-construction</td>
<td>✓</td>
</tr>
<tr>
<td>Volatile and Live Data</td>
<td>No physical access</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Lost evidence on shutdown</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>No bit-by-bit copy</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Deleted data overwritten</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Obtaining routing information</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Multi-tenancy</td>
<td>Co-residence of clients’ data</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Logical segregation controls</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Encrypted data sets</td>
<td>Implementation of SLA</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Contractual Obligations</td>
<td>Internal audits</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Responsibility to supply forensically sound audit logs</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Lack of well written contracts and liability issues thereof</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Control of Evidence</td>
<td>Collection and acquisition</td>
<td>Replicated data</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Remote acquisition</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Un-cooperating service provider</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Preservation</td>
<td>Transfer of evidence</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Audit logs for clients</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Chain of custody</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Evidence validation</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Established method for evidence acquisition</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Evidence verification</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Presentation</td>
<td>Technical jargon</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Evidence weight and admissibility</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Multi-jurisdiction</td>
<td>No cross cutting legislation</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Search warrants</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Legal vs illegal</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Lack of consistent Internet laws</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Hence, this paper acknowledges that conducting a digital forensic investigation on the cloud environment comes with new challenges along with those already encountered in physical forensics. The next section elaborates on some of the challenges.

3. The rise of cloud computing brings a digital forensic crisis

Cloud computing makes a great business model with all its benefits. However, it also makes a completely unworkable model for digital forensic investigators (Fred Cohen & Associates, 2009). For example, Martini and Choo (2012) argue that the increasing use of cloud services presents both opportunities for criminal and a host of challenges for digital forensic investigators. Cloud computing has made it easy for criminals to exploit storage service providers like Dropbox to store incriminating evidence (Casey, 2012). However, this makes it difficult for digital forensic investigators to seize such data for forensic purposes. For example, some cloud service providers distribute and store client data in multiple jurisdictions. In such cases, obtaining search
warrants and getting the necessary consent from multi-jurisdictional law enforcers in urgent and time-sensitive situations may prove to be not feasible.

The implications for acquiring and preserving digital evidence cannot be ignored (Mason and George, 2011). Some researchers even argue that digital forensics faces one of its greatest challenges with the rise of cloud computing (Sang, 2013; Martini and Choo, 2012; Reilly et al., 2011; Ruan et al., 2011; Yadav, 2011; Zimmerman and Glavach, 2011). Harrington (2012) argues that technological trends such as cloud computing and social media are pushing legal and ethical boundaries to the limits and necessitating novel approaches to digital forensic investigations. For example, an investigator who goes beyond the formal process of acquiring digital evidence to befriend a suspect under false pretence on social networking media in order to gain access to the suspect’s private information could easily lead to an invasion of privacy, intrusion upon seclusion or unreasonable warrantless search or other tort liability (Harrington, 2012).

Therefore, this paper argues that the rise of cloud computing brings along a digital forensic crisis. New developments in cloud computing are driving the change of approach in digital forensic investigations. For example, standardization efforts have already begun to try and harmonise digital forensic investigation processes. This paper is based on a draft ISO standard titled “ISO/IEC 27043 – Information Technology – Security Techniques – Incident Investigation Principles and Processes” (ISO/IEC WD 27043.2, 2014) which is about to be approved by the time of writing this paper.

The next section proposes digital forensic readiness as one way to prepare the cloud environment for an effective digital forensic investigation.

4. Digital forensic readiness

Digital forensics has been traditionally viewed as a reactive approach. There has been insufficient research directed at proactive digital forensics. However, with the rise of critical IT infrastructures and cloud computing systems, there is a considerable amount of research that now focuses on a proactive approach of collecting and preserving digital evidence prior to a potential investigation. This is mainly due to the fact that reactive approaches are insufficient and not scalable in the cloud environment (Chung et al., 2012).

This is a call for cloud-bound organisations to proactively collect potential digital evidence and preserve it in a legally and forensically sound manner. Section 4.1 outlines the main drivers of doing so. Section 4.2 provides a formalized list of requirements that must be considered to help prepare the cloud to become forensically ready for a digital investigation.

4.1 Main drivers

This section discusses some of the forces that are driving most organisations towards considering a digital forensic readiness capability. The main drivers include, but are not limited to, corporate governance and legal requirements, policies and guidelines, costly business disruptions, the duty to preserve digital evidence, and strict courts’ obligations to evidence admissibility. These are discussed briefly in the next subsections.

4.1.1 Corporate governance and legal requirements

Cloud-bound organisations could use a digital forensic readiness capability as part of an all-encompassing incident response procedure. This could help to demonstrate good corporate governance and compliance with legal and regulatory mandates. For example, according to the King 3 report on corporate governance, the effective utilization of digital forensic tools can enable cloud organisations to prove their due diligence with respect to good governance (Grobler et al., 2010b).

Furthermore, the ISO 27001/2 standard has a provision that make it essential for organisations to identify and gather potential digital evidence that is complete, admissible and concrete prior to a litigation or dispute to determine the root cause of an incident and make means to timely prosecute the perpetrators (Grobler et al., 2010a). The PCI DSS (Payment Card Industry Data Security Standard) also has an obligation for financial organizations to enable digital forensic processes to help provide for timely forensic investigation in the event of a compromise to any of its cloud-hosted merchants or service providers (Mouhataropoulos et al., 2011).
4.1.2 Digital forensic readiness – a policy matter

Digital forensic readiness has now become a policy matter. For example, some organisations in the United Kingdom (UK) are already implementing digital forensic readiness policies (Irwin, 2012; Mouhtapoulos et al., 2011, Rowlingson, 2004). This came about after a legal mandate was announced for all organisations that are dealing directly or indirectly with the UK government to reasonably anticipate and respond in a forensically-ready manner to any potential incident that might lead to a dispute or litigation. The aim of such a policy is to provide a systematic, standardized and legal basis for the acceptance and admissibility of potential digital evidence that may be required in a formal dispute or legal litigation process. Several researchers (Cobb, 2011; Danielsson and Tjostheim, 2004; Rowlingson, 2004; Grobler and Louwrens, 2007; Tan, 2001) claim that having such a policy in place will maximise organisations’ potential to gather credible digital evidence that could be admissible in court whilst minimising the cost of conducting a digital forensic investigation.

4.1.3 Disruption to business

A digital forensic readiness capability should also help organisations to avoid business disruptions during an investigation. Cobb (2011) asserts that the objectives of a digital forensic readiness policy are;

- to maximise the usefulness of legally and ethically acquired admissible digital evidence
- to minimize any costs of an investigation and disruptions to business operations.

A well-structured digital forensic readiness capability presents the potential to significantly reduce the cost and time of an investigation. On the other hand it could also increase the prospects of a quick and successful legal or dispute outcome with minimal disruptions to business activities. For example, in a cloud setting, when all the potential digital evidence is kept at a secure remote site there is absolutely no need for the investigators to interrupt the cloud provider’s business operation activities. Investigations could be carried out with minimal business disruption and without raising unnecessary suspicion to the clients being investigated.

4.1.4 Duty to proactively gather and preserve potential digital evidence

A digital forensic readiness capability should enable cloud clients and service providers to take proactive measures towards acquisition; preservation and storage of potential digital evidence in anticipation of a potential litigation and/or disputes that may adversely affect and disrupt business operations. The aim is to proactively gather, preserve and store credible and admissible digital evidence to be ready in case of litigation or dispute in response to “the duty to preserve” as obligated by a number of courts of law (Cross and Kuwahara, 2010).

Taylor (2012) argues that several courts require litigants to capture, preserve and produce relevant and potential digital evidence well in advance. Failure to do so could result in heavy sanctions, tort liability and even default judgement against litigants.

4.1.5 Inadmissible digital evidence

There is a need to involve a legal expert to help determine the exact scope of evidence to be gathered and preserved. The legal expert would also determine the legality of the digital forensic tools to be used and outline the necessary steps to gather evidence. All these to ensure that evidence remain admissible in court as per the much discussed Daubert’s criteria of determining the reliability and admissibility of scientific evidence (Majmudar, 1993; Mcleod, 2000; Orofino, 1996). This criteria state that scientific and/or digital evidence (1) must be grounded on empirically testable theory or technique; (2) the theory must have been deeply scrutinized and peer-reviewed; (3) its potential error rate should be clearly stated; and (4) it must be based on generally accepted scientific principles (Majmudar, 1993). Otherwise, the collected evidence might be easily considered inappropriate or inadmissible in a court of law; or worse still it might be considered a misconduct or unlawful invasion of privacy by the investigating authority as evident in the United States vs Maynard case (Harrington, 2012).

4.2 Digital forensic readiness requirements for the cloud

This section outlines a list of basic requirements to be considered for a successful implementation of a digital forensic readiness capability on the cloud environment. The list of basic requirements is gleaned from the
related work. The requirements provide a sound point of departure on how to prepare the cloud to become forensically ready for digital forensic investigations.

4.2.1 Requirement 1: Minimize the time or cost of acquiring digital evidence on the cloud

Significant time lags during evidence acquisition could easily risk potential digital evidence being corrupted or lost before it could be captured for analysis. Moreover, this problem could be exacerbated by providers’ short log retention policies. Hence, for the proposed digital forensic readiness model to be effective, it should be able to significantly minimize the time and/or cost it takes digital forensic investigators to legally acquire potential digital evidence and conduct an investigation on the cloud. A digital forensic readiness model should take a proactive approach towards cost containment ensuring that potential digital evidence is acquired in as minimal time and budget as possible, regardless of the scope of the case.

4.2.2 Requirement 2: Minimize business disruption

Taking cognisance of the fact that a cloud computing environment consist of multiple tenants who are likely to be sharing the cloud infrastructure, it becomes vital that the proposed digital forensic readiness model should ensure that an investigation can be seamlessly carried out without any major disruption or interference to other business activities of the cloud service provider. It should be noted that most clients leave a lot of traces on their access devices when using cloud services. So, if at all possible, investigators should first focus on the client access devices and only move to the cloud service provider when more concrete evidence is required or when the available evidence is not conclusive. This should be done according to the ‘proportionality doctrine’ as explained in (Harrington, 2012).

4.2.3 Requirement 3: Demonstrate due diligence and compliance with corporate governance, legal and regulatory mandates

The penalty for non-compliance to corporate governance, legal and regulatory mandates goes beyond simple monetary fines to criminal and/or civil litigation. For example, the PCI-DSS states that a level one merchant that fails to comply with the standard’s requirements could be fined an amount within the range of $500,000 - $1,000,000. The PCI-DSS also states that inability to pass an audit and show any mitigation could potentially lead to the merchant losing its right to accept credit card charges (Centrify Corporation, 2012). Hence, an effective digital forensic readiness model should strive to demonstrate due diligence and compliance to corporate governance, legal and regulatory requirements. Therefore, it is necessary that legislation and other mandates should be considered to ensure that digital evidence is admissible in court.

4.2.4 Requirement 4: Securely and selectively gather, store and preserve legally admissible digital evidence

The cloud environment is mainly characterised by its elasticity and scalability to cope with just any amount of data. Nonetheless, it is unreasonable to expect cloud-based organisations to try and preserve all potential digital evidence they have in their possession. The cost of doing so would be unreasonable and not feasible at all. Hence, organisations should balance this requirement with the “proportionality doctrine” in terms of the cost, time and technological viability of doing so to that of only selectively capturing what is potentially relevant and necessary. It is imperative for such organisations to consider the scope of potential digital evidence acquisition; the cost and time involved; the burden and disruption of business activities; and the defensibility of the process of acquisition. The acquired potential evidence should be stored in a secure repository with tightly-controlled access, preferably on a remote site. The requirements for digital forensic readiness in the cloud can be summarized as follows.

In another paper, the authors are proposing a three-tier digital forensic readiness process model for the cloud which is grounded on the above requirements as shown below.

The three tiers of the proposed model consist of a planning, implementation and assessment tiers. Each tier consists of a number of processes aimed at achieving digital forensic readiness on the cloud. The details of the model are contained in another article and are not part of this paper. The next section concludes this paper and provides directions for future research work.
Figure 1: Digital forensic readiness requirements for the cloud

Figure 2: A 3-tier digital forensic readiness model for the cloud

5. Conclusion

Cloud computing presents an innovative way to deliver IT resources over the Internet. However, it also comes with some challenges for digital forensic investigators. This paper provides an understanding of the challenges of digital forensics in the cloud environment and the implications thereof. The authors deduced that a traditional reactive digital forensic approach is neither effective nor efficient to gather credible digital evidence on the cloud and proposed a proactive approach. Hence, this paper has outlined a new set of requirements that must be considered in order to proactively gather digital evidence from the cloud. These requirements are
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being considered for the implementation of a 3-tier digital forensic readiness process model as part of future work.
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Abstract: In recent times, the admissibility of potential digital evidence in any court of law is coming under increased scrutiny. This is aggravated by the fact that, the complexity of digital evidence is also increasing on a daily basis. Thus, convincing the court that the evidence presented is worthy of inclusion into any criminal process, the digital forensic experts require extensive technical knowledge and skills, including methodologies and specifications typically designed for producing quality digital evidence reports. This also implies that, the techniques, knowledge and skills used by the digital forensic experts during the preparation of digital evidence reports, should have the ability to convince the court on the validity, reliability and weight of the evidence captured during the investigation process. The methodologies used should also be able to assist the law enforcement agencies determine, with less effort, the admissibility of the digital evidence being reported. As of the time of this study, however, there exists a lack of a standardised or harmonised framework that have specifically been designed to help in the process of preparing quality digital evidence reports after an investigation has been conducted. This has, therefore, resulted in disparities on how digital evidence reports are prepared and presented in any court of law or civil proceedings. To address this disparity problem, a unified process equipped guidelines that meets some specified minimum requirements on how digital evidence reports should be prepared would be worthwhile. This paper, therefore, presents a step-by-step framework in an attempt to propose high-level guidelines that can be adapted to enhance the process of preparing digital evidence reports. The use of such a framework, for example, can be a stepping stone towards a harmonised process on how to prepare digital evidence reports for use in court or legal proceedings. Besides, such a framework can also assist the law enforcement agencies, for example, to determine, with less effort, the reliability, validity, weight and admissibility of any digital evidence included in the final reports.
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1. Introduction

The use of different types of digital evidence in court systems has increased in the past few decades. The complexity of digital evidence is also increasing on a daily basis. In the case of a digital forensic investigation process, for example, the different types of digital evidence that can be captured includes among others information on desktop computers, laptops, server, mobile phones, audio files, video recordings, emails, web logs, digital images, short message services and voice conversations. Convincing the court that any of such digital evidence captured is worthy of inclusion into the criminal process, the digital forensic experts require extensive technical knowledge and skills, including methodologies and specifications typically designed to help them prepare quality digital evidence reports for use in court.

Besides, as digital crimes continue to increase and overwhelm digital forensic investigators and crime laboratories, law enforcement agencies also need a sure way to determine the validity, weight and admissibility of any digital evidence presented in court. For this reason, standardised methodologies and specifications need to be developed in digital forensics to assist the law enforcement agencies determine, with less effort, the validity, weight and admissibility of any digital evidence reported.

As of the time of this study, however, there exists a lack of standardised or harmonised digital forensic processes that have specifically been designed to help in preparing quality digital evidence reports for use in court. This has, therefore, resulted in disparities on how digital evidence reports are prepared and presented to different stakeholders, more specifically, after a digital forensic investigation process has been conducted.

The proposed framework in this paper is, thus, an attempt towards proposing high-level guidelines that can help enhance the process of preparing quality digital evidence reports for use in any legal proceedings. Furthermore, the requirement for such methodologies and specifications in digital forensics is exceptionally important - both for the advancement of the field as well as for the effective use of tools, upon which the science of digital forensics and use in evaluation by courts depend (Cohen, 2011). Such methodologies will also
assist law enforcement agencies, for example, in differentiating between experts’ own opinions from the actual depiction of the digital evidence (Karie and Venter 2013). The framework can also be useful to the digital forensic experts, for example, in drawing inferences from the digital evidence itself. Finally, this paper is meant to spark discussions and further research on an international agreed framework to enhance the process of preparing quality digital evidence reports for use in legal proceedings.

The remaining part of this paper is organised as follows: section 2 presents background concepts while section 3 handles previous related work. A detailed explanation of the proposed framework is handled in section 4 followed by a critical evaluation of the framework in section 5. Finally, conclusion and future work is given in section 6.

2. Background

According to Casey (2004), digital evidence is any probative information stored or transmitted in digital form that can be used at a trial in any court of law. Various digital forensic tools and techniques are normally used by investigators to capture data from computer systems and other digital devices in an attempt to identify potential digital evidence that can provide conclusive descriptions of the activities that took place. Nonetheless, before accepting any of the captured digital evidence, the court has to determine if such evidence is relevant, authentic, hearsay and whether a copy is acceptable or the original is required (Casey, 2004).

As stated by Sherman (2006), digital forensic experts can discover significant and damning evidence that can potentially convict suspects and prosecute them. However, no matter how momentous the evidence or how skilled the investigator has been at recovering it, if the digital evidence reports are not presented in a coherent and understandable way to the court, the case may be lost. For this reason, in the case of a digital forensic investigation process, the presentation of digital evidence reports become one critical phase to any digital forensic investigator. This is because; it is in this phase where information about the results and findings of the investigation process has to be reported to the relevant stakeholders (Sherman, 2006).

Nevertheless, in presenting the final digital evidence reports investigators are more often than not challenged by the fact that there is currently a lack of standardised guidelines that one must adhere to when preparing digital evidence reports. Poorly prepared digital evidence reports can, for example, make it hard to convince the court that the defendant is guilty of the crime he or she is accused of (Karie and Venter, 2013).

Despite the advances in digital forensics, legal professionals and researchers are yet to resolve the challenges associated with digital evidence reports presented in court. Existing methodologies and specifications have not addressed this problem fully with the result being that, individuals might be denied justice due to lack of guidelines for preparing quality digital evidence reports for use in legal proceedings (Karie and Venter, 2013). Thus, methodologies need to be developed in digital forensics to address the challenges and disparities associated with digital evidence reports prepared for use in any court of law or legal proceedings. In the next section, we examine existing related work in digital forensics.

3. Related work

There exists various research works from different digital forensic researchers which have made valuable contributions towards the proposed framework in this paper. In this section, therefore, a summary of some of the most prominent efforts in previous research work is provided.

To begin with, Hamda et al. (2011) states that, due to the lack of standards in reporting digital evidence items, investigators often face difficulties in efficiently presenting investigation findings. Thus, they propose in their paper a standard for digital evidence to be used in reports that are generated using digital forensic tools. Based on the investigation findings, the standard for digital evidence reports can include items such as data about the case, the evidence source, evidence item, and the chain of custody. However, in the current paper we focus on presenting high-level guidelines that can be used to enhance the process of preparing quality digital evidence reports for use in court.

In another effort by Boddington et al (2008) they argue that digital evidence is now common in legal cases. However, the understanding of the legal fraternity as to how far conventional ideas of evidence can be
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extended into the digital domain lags behind. There arises a need, therefore, for a practical ‘roadmap’ that can guide the legal practitioner in identifying potential digital evidence relevant to support a particular case and in assessing its weight. Their paper goes further and describes a process by which the validation of relevant potential digital evidence required for legal argument can be facilitated, by an interrogative approach that ensures the chain of reasoning is sustained. Their paper, though, does not discuss any specific steps to be followed when preparing final digital evidence reports for use in legal proceedings.

Another effort by Karie and Venter (2013) presents a framework in an attempt to propose high-level guidelines for enhancing the presentation of potential digital evidence in any legal proceedings. Such a framework can be useful to the digital forensic experts, for example, in structuring investigation findings as well as in identifying relevant patterns of events to be incorporated during the presentation of digital evidence in court. The framework can also assist law enforcement agencies; for example, determine with less effort, the validity, weight and admissibility of any potential digital evidence presented in court. However, the framework focusses more on the presentation phase and does not discuss any specific guidelines to be used when preparing digital evidence reports after a digital investigation process has been conducted, which is the focus of this paper.

There also exist other related works on issues related to digital evidence and evidence reporting but neither those nor the cited references in this paper have presented a step-by-step framework with guidelines to enhance the process of preparing quality digital evidence reports for use in any court of law or legal proceedings in the way that is introduced in this paper. However, we acknowledge the fact that the previous research works have offered useful insights toward the development of the framework in this paper. In the section that follows, we explain in more detail the proposed framework.

4. The proposed framework

In this section of the paper, the authors present a detailed explanation of the proposed framework. Figure 1 shows the structure of the framework.

![Figure 1](image_url)

**Figure 1:** A framework for enhancing the quality of digital evidence reports
The framework consists of seven proposed steps which can be adapted to enhance the quality of digital evidence reports. The steps are arranged from top to bottom where the first step is to carefully analyse the digital evidence captured. This is followed by establishing the source of each captured item of the digital evidence in the second step. The third step provides detailed descriptions of each captured item of the digital evidence. The fourth step uses the descriptions of each captured item of the digital evidence to establish any existing links to the suspected attacker or targeted victim. Step five establishes the intentions of the attacker to the targeted victims based on the descriptions of the captured digital evidence. Elaborating on the effects of the attack to the targeted victims is presented in step six of the framework. Finally, concluding assertions are supplied in step seven.

Note that all the steps proposed in the framework shown in Figure 1 demand the use of scientifically-proven methods. Such methods are beyond the scope of this paper; however, when used in digital forensics, they must be based on empirical and measurable evidence subject to specific scientific principles. In the subsections to follow, the steps 1 to 7 as shown in Figure 1 are explained in more detail.

4.1 Carefully analyse the digital evidence captured

In writing the final digital evidence report, investigators must first carefully analyse the different types of digital evidence captured during the investigation process. The digital evidence may include among others types; audio files, video recordings, emails, web logs, digital images, short message services and voice conversations. Because of the sheer magnitude of the different types of digital evidence that can be captured, investigators should only concentrate on analysing evidence that is relevant to the case at hand. This helps the investigators in managing the evidence information to be included in the final report.

Besides, before using any of the captured digital evidence in the final report to determine the truth of an issue, the investigator must be sure that such digital evidence has been captured and carefully analysed. Having analysed the different types of evidence before compiling the final report can be a confidence booster to the digital forensic expert, especially on the inferences drawn from such digital evidence (Karie and Venter, 2013). Evidence analysis makes it easier to establish the source of each captured item of digital evidence, which forms step two of this framework.

Note that the process of capturing any digital evidence demands the use of scientifically-proven methods. As mentioned earlier, such methods are not discussed this paper, but, when used in digital forensics, they must be based on empirical and measurable standards subject to specific scientific principles.

4.2 Establish the source of each captured item of the digital evidence

With the advances in digital technology, the sources of digital evidence have also grown exponentially. It is, therefore, important that investigators establish reliable sources for each of the different types of digital evidence captured during the investigation process before compiling the final reports. Failure to establish reliable sources of the captured digital evidence, for example, can make it hard for such evidence to be considered for inclusion in the final report.

Having multiple reliable sources of the same digital evidence, for example, can be used to establish the continuity of the offense as well as any existing links to related digital evidence. This is useful especially, when more than one digital system has been used in committing the offense. As stated by Casey, (2012), the more corroborating evidence that investigators can capture, the more certainty they can have in their final conclusions. Thus, having unreliable evidence sources can potentially be more damaging than having no sources.

All relevant and reliable evidence sources should, hence, be established and considered in the final digital evidence report. This will particularly allow multiple sources of evidence to be analysed as well as ensure the suitability of including such digital evidence in the report.
4.3 Provide detailed descriptions of each captured digital evidence

In the case of a digital forensic investigation process, many of the different types of evidence captured are entirely in digital form. Providing detailed descriptions of each of the captured evidence can be worthwhile. Such descriptions could further be used in supporting the prosecution of different types of digital crimes.

However, in describing the digital evidence captured in the final report, the investigators may also be required to explain the process used to analyse the digital evidence itself. This is important especially when trying to establish the authenticity of the evidence. To be sure that each item of the digital evidence incorporated in the final report is explained, investigators can create a checklist that identifies all the digital evidence items considered in the report.

4.4 Use the descriptions of the captured digital evidence to establish any existing links

Establishing any existing links between captured digital evidence can reveal the relationships between such digital evidence to the suspected attacker or targeted victim as shown in step four of Figure 1. Based on the crime committed it is possible that some of the digital evidence captured may have little or no links to either the suspected attacker or the targeted victim. This, however, can be based on the weight, validity, reliability and the inferences drawn from the potential digital evidence itself as described in step three of Figure 1.

4.5 Establish the Intentions of the attacker to the targeted victims

Discovering the intention behind the digital attack can lead to discovering the different ways in which the attack was done. Different evidence captured can, thus, be used to prove the attacker’s intention, for example, compromising the confidentiality, integrity, or availability of the victim’s data among others. Trying to figure out what the attacker’s intention is can also help in establishing the effects of the attack. For this reason, based on the captured and analysed digital evidence, the investigator should, if possible, state clearly in the final report the intentions of the attacker to the targeted victims and the effects there after. Step six of Figure 1 discussed next is, therefore, proposed in the framework to help elaborate on the effects of the attack to the targeted victims.

4.6 Elaborate on the effects of the attack to the targeted victims

Many of the perpetrators of digital crimes usually targets particular victims or services hosted by the victims. Different types of attacks may also have different impacts or effects on the targeted victims. It is, therefore, essential that digital forensic investigators elaborate, in the final evidence reports, the impacts or effects of the attack to the targeted victim. Such explanation can assist the court in drawing reasonable inference that can as well help in reasoning and identifying digital evidence relevant to support or refute a particular criminal case in court.

In the case of supporting an existing case in court, the digital forensic expert might as well be required to further show in their final report that the support is as a result of an existing relationship (link) between one, two or more of the potential digital evidence artifacts captured during the investigation process. Although when elaborating on the effects of the attack to the targeted victim, the digital forensic experts should also indicate whether including all the details of the findings that support or refute a particular criminal case in the final report are absolutely necessary to the law enforcement requirements (Karie and Venter, 2013).

4.7 Provide concluding assertions

Finally, the seventh and the last step of the proposed framework provide concluding assertions. This means that the final report should include any important details from each of the steps as shown in Figure 1. The reference protocols followed and the methods used, to seize, document, collect, preserve, recover, reconstruct, organize and search for any key digital evidence may also need to be elaborated (Casey, 2004) as concluding assertions. Step seven may also include supporting or refuting some of the captured digital evidence in the final report. However, the support or refusal of any digital evidence should be based on the estimated weight, validity, reliability and the inferences made from such digital evidence during the analysis process. The next section, presents a critical evaluation of the framework proposed in this paper.
5. Critical evaluation of the proposed framework

The proposed framework in this paper is a new contribution in the digital forensics domain. The scope of the framework is defined by the steps and guidelines as shown in Figure 1. The main steps as depicted in the framework include:

- Carefully Analyse the Digital Evidence Captured
- Establish the Source of each Captured item of the Digital Evidence
- Provide Detailed Descriptions of each Captured item of the Digital Evidence
- Use the Descriptions of each Captured item of the Digital Evidence to Establish any Existing Links
- Establish the Intentions of the Attacker to the Targeted Victims
- Elaborate on the Effects of the Attack to the Targeted Victims
- Provide Concluding Assertions

The specific details of the individual steps as identified in the framework have further been explained in this paper. However, note that the steps as identified in Figure 1 are meant to facilitate this study and primarily focus on enhancing the process of preparing quality digital evidence reports for use in any court of law or legal proceedings. Such proposed steps or guidelines are by no means the final guaranteed steps to digital evidence reports admissibility in court. Nevertheless, organising the framework into steps was necessary to simplify the understanding of the framework.

Some of the problems that led to the introduction of this new framework in this paper include:

- Lack of a common legal basis in preparing digital evidence reports: The lack of a common legal basis for preparing quality reports can easily render digital evidence reports inadmissible in court. For this reason, having a common legal basis for preparing digital evidence reports can help digital forensic investigators focus on the key issues to be included in the final evidence reports to be presented at trials.
- Lack of a standardised or harmonised procedure for preparing digital evidence reports: Standardising procedures for preparing digital evidence reports after a digital investigation process has been conducted can reduce the time taken by investigators to prepare court admissible reports. This is backed up by the fact that investigators will only concentrate on evidence that relates to the case at hand while forgetting the rest. The framework in this paper, therefore, is a step towards a harmonised process for preparing quality digital evidence reports.
- Reliability/trustworthiness of digital evidence reports: It is not always obvious that the reliability of digital evidence will be acceptable in court; however, the use of a harmonised framework, for example, can be a positive step towards producing acceptable level of trustworthiness and reliability in digital evidence reports. The reliability can also be questionable if the data included in the final reports are not accurate and trustworthy. Therefore, the use of common and/or standardised frameworks to prepare digital evidence reports can help raise the level of reliability and/or trustworthiness of digital evidence reports.

The proposed Framework as demonstrated in this paper can, thus, be used in the digital forensics domain, for example, to help investigators in preparing quality digital evidence reports as well as in identifying relevant digital evidence to be incorporated in the final digital evidence reports. The framework can also be helpful to law enforcement agencies and other stakeholders, for example, in reasoning and identifying digital evidence relevant to support or refute a particular criminal case presented in court.

For the case of digital evidence admissibility in legal proceedings, the steps as identified in the framework shown in Figure 1 can also be useful, for example, in evaluating the validity, reliability and weight of the digital evidence included in the final report. The framework can, further, be used for training investigators, especially on the art of digital evidence report writing for use in any court of law or civil proceedings.

Academic institutions should also find the framework in this paper constructive, especially when training students on how to write quality digital evidence reports for use in legal proceedings. Such a framework can assist in developing curriculums and education materials for different programs of study within the field of digital forensics. Such programs will, for example, ensure that institutions produce well-enabled digital forensic specialists capable of writing high quality digital evidence reports.
Developers of digital forensics tools can also use the proposed framework to develop automated digital evidence reporting tools. This also implies that developers might find the framework in this paper useful, especially when considering the development of new digital forensic tools and techniques for addressing the disparities experienced during the preparation of digital evidence reports for use in legal proceedings.

6. Conclusion

The problem addressed in this paper was that of the lack of a standardised or harmonised process specifically designed to help investigators in preparing quality digital evidence reports for use in any court of law or legal proceedings. This is backed up by the fact that there is currently a lack of standardised guidelines that investigators should adhere to when preparing final digital forensic evidence reports. This scenario has brought about disparities in the process followed when preparing digital evidence reports.

A framework is then proposed in this paper in an attempt to provide high level guidelines for enhancing the process of preparing quality digital evidence reports for use in legal proceedings. The requirement of such a framework in digital forensics is exceptionally important to digital forensic investigators, especially during the preparation of final digital evidence reports. Such a framework can also assist the law enforcement agencies, for example, to determine, with less effort, the validity, weight and admissibility of digital evidence incorporated in the report.

Moreover, the framework can also help law enforcement agencies, for example, to differentiate between experts’ own opinions from what the digital evidence really portrays. The ability to differentiate opinions from the real digital evidence presented can as well assist the court in evaluating opinions that substantially outweighs prejudicial effect. Again, the framework can be useful in determining the most relevant and appropriate digital evidence to be included in digital evidence reports.

Finally, the authors believe that by using such a framework, quality reports of digital evidence in any court or legal proceedings can be attained. Other future relevant undertakings in the digital forensics domain might as well benefit from applying such a framework as the one proposed in this paper. However, more research needs to be conducted in order to improve on the proposed framework in this paper. The framework should also spark further discussion on the development of new methodologies and techniques to enhance the process of preparing quality digital evidence reports for use in any court of law or legal proceedings.
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Abstract: The national infrastructure of modern countries have demonstrated a high dependence on vulnerable automated computer based technologies. At the core of the problem is the convergence of networked systems to TCP/IP everywhere along with the proliferation of smart devices entering the home has increased the cyber attack surface and radically altered the risk profile of end users, organizations and governments alike. It is of critical importance that the individuals responsible for ensuring the security of Cloud, SCADA, smart meters and other intrinsically important pieces of a nation’s infrastructure are aware of all threats, vulnerabilities and exploits in the system they protect. This paper proposes that a modular Cyber-Range Framework is a valuable training asset that can be leveraged to help protect critical infrastructure. A Cyber-Range is a vehicle used to train in offensive and defensive Information Operations and Information Warfare. Skills transfer of security principles through gamification facilitates the calculation of metrics that describe the skill level of the player taking part in Cyber-Range activities. Gap analysis based on security player accomplishment will promote the creation of new targets inside the Cyber-Range that focus on addressing an individuals or organizations shortfalls. New challenges may be required due to a recognizable skills gaps or technical advancements in the marketplace. It is proposed that a readily adaptable framework for the design of Cyber-Ranges can be built to cater for current and future cyber defensive needs. Key to this ideology is developing the Cyber-Range Framework in a modular way. Using this framework new challenges can be considered as simple plugin modules that are easily turned on, off and fine-tuned. This methodology will allow for growth and can be focused to suit an individual, organizational or national requirement. Although this is still a work in progress, it has already been used as the backbone of the highly successful Global OWASP 2013 CTF. Design challenges, implementation challenges and the future of the proposed framework are discussed in this paper. Comparisons are drawn between the current in place solutions and our modular Cyber-Range Framework. The benefits and challenges of both approaches are discussed.

Keywords: cyber-range, modular cyber-range, security, gamification

1. Introduction

Typical Cyber-Range Goals are (Cory Janssen, 2014):
- Replicate large scale, complex and diverse networks and its users for future and current systems and operations
- Enable a realistic testing facility for Internet and Global Information Grid (GIG) research
- Enable the development and deployment of state-of-the-art cyber testing capabilities
- Facilitate the scientific use of cyber testing methods
- Provide a virtual environment for the quantitative, qualitative and realistic assessment of potentially ground-breaking cyber technologies for research and development

The approach adopted for the Cyber-Range framework outlined in this document is a modular co-operative system. There are several benefits to this approach.
- Cost: The cost of the equipment can be shared amongst all the partners of the project.
- Expertise: Being a modular design means that the Cyber-Range can grow with the available skills of the contributors.
- Maintenance: Workload around ensuring uptime can be spread between partners.
- Expansion: The modular Cyber-Range format will allow for levels to be hot swapped in and out to suit the audience.

The current construction is a highly challenging Cyber-Range that can be accessed remotely or on-site. The range itself demonstrates a growing number of attack vectors from SCADA controlled electrical systems, server exploits, application exploits to mal-configured encryption technologies. The competent learner can engage in
a number of malicious cyber activities and exploit the range and refine their skills. Using gamification as an educational vehicle learners are encouraged to progress through the framework to capture more points.

Although this is still a work in progress early results are very promising. Using the Global OWASP CTF as a measure of interest and skillset. We believe this framework has the capacity to change how security principles are taught and cyber skills are transferred. We plan to launch the framework publicly at the Irish IRISS 2014 conference.

2. What is a cyber-range?

A Cyber-Range is a real world implementation of combining multiple tiers of the technical stack that enables the playing out of a cyber attack scenarios from both the attacker and defender perspective. Traditional Capture the Flag challenges provide interest for the technical community according to (Department of Defence, 2012) which may be too narrow a field to bring about real change. A Cyber-Range bridges to divide between the real and cyber world. This visual and tactile environment increases awareness of both the impacts and risks of a cyber attack to wider less technical audience. Exploits in the range are designed to showcase complex attack vectors such as those used against national grid or state asset to individual members of the virtual Cyber-Range population. Cyber-Ranges are generally maintained by definitive leaders in the information technology field due to their skills pool requirement.

3. Current approach considerations to cyber-range implementations

The first consideration when implementing a Cyber-Range is the physical scale that the Cyber-Range ultimately achieves for its real world representation. The next logical step is to find a suitable housing location for the Cyber-Range, based on the chosen scale. Unlike most cyber constructs, a range is a bridge between the digital and the physical. The location will need to be accessible with access to key infrastructure components.

If the Cyber-Range will be utilized to trial new software or hardware or 3rd parties will be invited to participate in a Cyber-Range event then locational access policies may need to be amended to allow 3rd party physical access to the Cyber-Range site. Once the location is determined, the actual components that the Cyber-Range structure is to be constructed from must be determined.

Once the physical size and raw materials necessary to build a Cyber-Range to the desired technical scope has been determined, it is now time to look at the back bone systems. Virtualisation of servers is recommended but not yet a standard. Considerations need to be given regarding the various technical components, services and server interactions. Future proofing API design at the start will strongly limit re-working of code bases. Rapid prototyping as a software development model although tempting in the context of a Cyber-Range should be avoided.

4. Management of cyber-range activities

Effective management of a Cyber-Range is a difficult but essential requirement as discussed by (Michael Rosenstein et all, 2012) which describes a “Range Controller” that enables a level of quality to be enacted over the Cyber-Range domain. Guaranteeing a level of operational availability is a key component in the evolution of a Cyber-Range and must not be considered a bolt on component that can be added at the end. Reporting systems must proactively alert Cyber-Range management of the events going on inside the range as this information will enable required steps to be taken to protect the ranges operation.

Building an accessible, stable and clean environment that is available on demand throughout the lifetime of a ranges deployment is important. It is easy for player frustration caused by poor user experience to set in. This undermines the ranges impact and strongly diminishes its potential.

Systems must be in place that allow users to register for access on the Cyber-Range and also gives access to a self-service portal that gives feedback and updates relevant to the individuals users own performance and encourages further progress deeper into the Cyber-Range.

Content of challenges within the Cyber-Range must reflect the technologies and their exploits that are implemented in the real world. These are modern digital problems that need a cyber-centric solutions. To
guarantee availability, the back end framework used to govern the Cyber-Range should be beyond the reach of an end user.

Concerns around readily available automated penetration testing tools (Kali Linux, 2014) capabilities should be addressed. Rules defining the boundaries between framework and Cyber-Range targets must be clearly defined to the end user before the exercise commences. These rules need to be monitorable and enforceable.

5. Address challenges of current cyber-range implementations

Current Cyber-Range implementations struggle to achieve horizontal scale. While extra capacity can be added with the addition of back end servers, increasing the exploit potential of the real world components is often not easily realisable. Often the physical nature of a the Cyber-Range itself becomes a barrier to scale and opportunity. It cannot be broken down, and is too delicate and cumbersome to re-locate.

The National Irish Cyber-Range (CyberRange.ie, 2014) is built to a different standard. The Irish Cyber-Range environment named Partholón was built from the ground up in a modular fashion Partholón is designed specifically to address challenges which affect a typical Cyber-Range. It is a low cost implementation, highly scalable in all directions, reproducible remotely through the use of downloadable 3d printing templates and electronic blueprints, easy maintenance and lever open-source technologies. Due to it’s modular component build it can be de-constructed and reconstructed for transportation and relocation. Back-end services and apis are scalable in all directions. New and existing cyber challenges are hot swappable into and out of the Cyber-Range environment.

6. What is a modular cyber-range?

A modular Cyber-Range allows for the integration of new technologies, maintenance of the existing components, expansion of the physical platform and interconnectivity management with ease.

A modular Cyber-Range reduces development overhead, construction times, software test and new component integration times. It is a responsive platform able to adapt and flex to address new trends in the marketplace. Implementing a modular design requires the specification of a basic design standard that all elements must adhere to for their communication within the Cyber-Range. It also requires a physical connectivity specification to be defined that outlines essential wiring, power and control systems.

The benefits of this approach can be seen in a Partholón simplified example that is constructed from a series of Range-panels. A Range-Panel is a platform that can operate as an independent Cyber-Range or be daisy-chained to create a larger operational environment or scope. Each Range-Panel can be made up of multiple Range-Tiles. A Range-Tile is a technical node that gives input to or responds to output from a back-end server or other Range-Tile. Range-Tiles can be added or removed as budget allows, with technical complexity and physical operation depending on the exploit.

7. Implementing a modular cyber-range

A modular Cyber-Range is just like a network of districts that make a city, it needs good planning with a well considered layout and overarching long term plan. A modular Cyber-Range can be built from a collection of remotely located Range-panels. This is a very valuable benefit of Modular Cyber-Range design and is why good planning and adherence to standards are required from the beginning.

Unlike a Capture-The-Flag environment a Cyber-Range bridges the gap between the virtual and real world. It is a construct of software and responsive hardware. The software is responsible for handling the inputs from Range-Tiles and passes responses to hardware on the same or an alternate Range-Tile as output. This relationship determines how all interactions across a Cyber-Range are carried out. Understanding how to alter this relationship either through manipulation of input or output is the ultimate goal of a cyber-defender.

To enable the interchangeable elements that make up a modular Cyber-Range a Range-Panel design must be firstly defined. This standard with determine power, connectors, wiring and api constraints. Below is a simple base design to follow for a modular Cyber-Range:
In the below example we outline the basics of modular design through a simplified rail service. It demonstrates how Range-Tiles can be linked to perform functions and respond to alternate Range-Tile activities automatically or be overwritten by API input from a Range-Controller.

Figure 3: Partholón simplified example

The Range-Tiles built in the above *Partholón* simplified example monitor the trains movements, route decisions and travel data. The train is free to decide the route it wants to take based on safety concerns and other trains on the track. The Range-Controller can alter the trains path by remotely accessing a point system in the track and change the train’s path. Manually overriding the trains decisions in this example removes the automated safety measures in place on the Range-Tiles that protect the train and its virtual passengers. The human interaction can orchestrate a systematic failure that will cause the train to ultimately derail and crash.

This simplified *Partholón* example as seen in Figure 4 uses motion sensors, arduino, backend services and servos to influence the course of the train. New Range-Tiles can be added to expand on this functionality.
Figure 4: Cyber-Range control devices

8. Management of a modular cyber-range utilization

To create a secure where it must be secure but vulnerable where it can be vulnerable fully scalable environment, three separate networks must be implemented.

- The physical hardware network needs to be able to communicate with the applications network devices Range-Tiles and Range-Panels.
- The users of the Cyber-Range need to be able to access the application network in order to use the Cyber-Range and control the Range-Tiles. They should not be able to influence control on a Range-Panel or gain direct access to a Range-Tile.
- The reporting, maintenance and management services required by a Cyber-Range administrator must be able to contact the Cyber-Panels, Cyber-Tiles, Cyber-Range users and be safe from attack from the users themselves.

![Diagram of networks](image)

Figure 5: Framework of modular cyber-range

A modular Range-Panel possesses a main control unit, this main unit offers out status information through the API that is consumable by the Cyber-Range admin exclusively.

9. Challenges associated with a modular cyber-range implementation

Adhering to a common structure during construction of Range-Tiles and Range-Panels in a modular Cyber-Range enables the seamless addition of new technologies in an already established environment. It does
however require a willingness to adapt any new technology to an approach that suits integration into the defined modular format chosen by the Cyber-Range owners.

There is a necessity to understand basic electronic circuitry, programming and design fundamentals. Simulating a real world requires each Range-Tile to be able to make it’s own decisions but these decisions also need to be reported out to the Cyber-Admin in a secure way.

10. Conclusions

A modular Cyber-Range approach has clear benefits over a standard approach. During the development of 'cyberrange.ie' we found huge synergies that can be made if a standard modular implementation and API existed. It is hoped that Partholon will help to define this open standard. The work to date is bringing us in very interesting and new directions. Determining the motivation and cadence behind the attacker and the cyber defender requirement to up skill in the perpetual cat and mouse game is an interesting puzzle. The system we are building will help to answer questions around skill set, protection methodologies, risk management, attack profiling and cyber education. We also believe as the work continues it will prompt us to look for answers to currently unknown questions.
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Abstract: Following the identification on an international basis of cyberspace as a new ‘domain of warfare’, it has become widely (though not fully) accepted that the traditional rules of International Humanitarian Law are also applicable to Computer Network Attacks (CNAs). Despite the fact that there has been considerable progress at the European and International level towards the development of National Cyber Security Strategies and the adoption of an effective comprehensive legal framework of prevention measures against cyber attacks, there is confusion regarding the application of these rules. More specifically, it has not been clarified: a) in which cases do cyber attacks constitute a ‘threat or use of force’ so that the prohibition of article 2(4) of the UN Charter can apply, b) in which cases do cyber attacks constitute a ‘threat to the peace, breach of the peace, or act of aggression’ so that the Security Council may decide upon measures to restore international peace and security under Article 42 of the UN Charter, and c) in which cases cyber attacks can be treated as an ‘armed attack’, making it possible for a UN Member State to respond by exercising its legitimate right of self-defense under Article 51 of the UN Charter. The difficulty in applying the traditional rules of International Humanitarian Law to categorize cyber attacks stems from a number of factors. The most important of them is the failure to estimate properly the impact of a cyber attack in the host country and in the international environment. Additionally, the inability to positively identify the key actor of an attack makes it often quite hard to handle the issue of ‘attribution’. The aim of this paper is to propose a model for detecting the effects of cyber attacks and for enabling their categorization on the basis of their type and intensity. The above method requires the identification of the Critical Information and Communication Infrastructures of each State and their ranking in terms of their intensity and seriousness.
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1. Introduction

The rapid development of Information and Communication Technologies (ICTs) over the last decades has contributed a lot to the progress of society. The presence of new technologies in every aspect of human life has extended to such a degree that major public sector industries, such as National Security, Education, Government, Health, Public Safety, as well as sectors such as Nutrition, Energy, Economics and Transportation & Communication, are closely related to, if not dependent on new ICTs.

As information and communication systems and technologies are connecting through cyberspace, in order to provide a society’s proper functioning and the well-being of its citizens, it’s more than clear on the one side that there is an interdependency between cyberspace and new ICTs and on the other side that cyberspace plays an important role acting as the connecting link between them. But what we really mean when we refer to cyberspace?

Although there is no universal definition of cyberspace one could adopt the definition proposed by the US Department of Defense Strategy for operating in cyberspace. This definition which focuses mainly on cyber security issues, states that cyberspace is defined as ‘an interdependent and interrelated infrastructural IT network, including the internet, telecommunication networks, computer systems and the systems managing production processes and control in strategic sectors connected to national security’ (Nowak, 2013: 7). However, taking into consideration the widespread and growing use of social media one cannot overlook the fact that cyberspace is defined more by the social interactions involved rather than its technical implementations. It is a domain that is becoming more and more a communication channel of information exchange between people functioning in accordance with formal rules, legal regulations in use in the territories of particular countries and operating thanks to the connection of technical resources located on the territory of every single country (Morningstar and Farmer, 2003: 664-667; Nowak, 2013: 9).
The inability to deal effectively with cyber attacks, although they represent a direct threat to a state’s ICTs, stems from a number of factors. The most important of them is the failure to estimate properly the impact of a cyber attack in the host country and in the international environment. For that reason, in this paper we propose a cyber attack evaluation methodology, under the specific legal branch of International Humanitarian Law (IHL), for detecting the effects of cyber attacks and for enabling their categorization on the basis of their type and intensity.

2. Real life cyber incidents from the perspective of international law

The advances in ICTs go hand in hand with the first cyber-attack incidents that become more and more sophisticated with the passing of time. The first cyber incidents to be regarded of a military nature were those that emerged during the Kosovo era involving conflicts conducted by non state actors i.e. by the so-called ‘patriotic hackers’, who seemed however to act under the umbrella of the respective national governments. These types of conflict were characterized ‘...as the first war on the Internet, in recognition of not only the cyber-attacks but also the broader role played by the Internet, especially in the dissemination of information about the conflict’ (Berson and Denning, 2011: 13).

In terms of wide range attacks, the leading one took place in April 2007 in Estonia. That cyber attack was directed against Estonia’s critical ICTs leading to the destabilization of the country’s financial system and threatening its national security, that is, the ability of the national authorities to ensure the functioning of the basic state fields and to protect the quality of life of its citizens by reducing risks and preventing all kinds of threats to its interests (Tikk, Kaska and Vihul, 2010: 22-23). The Estonia attack was followed by a number of large-scale cyber incidents such as the ‘hit’ against Georgia, following the increase in intensity of the political conflict between Georgia and Russia. That assault was based mainly on the launching of Distributed Denial of Service (DDoS) attacks against the country’s information infrastructure and led to the defacement of the country’s public websites (Bumgarner and Borg, 2009: 5-6). The aforementioned aggressions as well as the persistent attacks on U.S ‘Operation Aurora’ (Zetter, 14.01.2010), ‘Ghostnet’ (Kassner, 13.04.2009) and DDoS attacks against the New York Stock Exchange (Roberts, 27.09.2012)], Iran [the recent sabotage against Iran’s nuclear program with the ‘Stuxnet’ computer worm (Farwell and Rohozinski, 2011: 23-40, Virvilis and Gritzalis, 2013: 249-250)] and South Korea [aggressions that took place in 2013 and paralyzed three TV stations and part of the country’s banking system (Sang-Hun, 20.03.2013)] clearly demonstrate the fact that cyber warfare is a phenomenon that is increasingly relevant (Virvilis, Gritzalis and Apostolopoulos, 2013: 396-403). At the same time, the growing number of cyber events reported on a regular basis has transformed ‘Cyberspace’ into a battlefield, bringing to light ‘Cyber warfare’ as ‘the fifth domain or warfare’ after land, sea, air and space (Lynn, 2010). In parallel, all these incidents brought about a series of discussions over the issue of Computer Network Attacks (CNAs) and their eventual political, economical and social impact on the host State of a Cyber attack but also the international impact regarding this new kind of warfare and its consequences in/for the global strategic environment.

Following that, the critical question that has arisen is whether cyber attack incidents should be met by employing the traditional international law rules in force, or whether they should be considered as something completely different, asking for the introduction of new legislation – new agreements on an international/multinational level. For example, on the one hand Russia, China and other countries favor an international treaty, similar to those agreed on chemical weapons, and have pushed for such an approach to regulating cyberspace. On the other hand the U.S and the EU have repeatedly resisted proposals for an international treaty (O’Connell, 2012: 206). As a matter of fact, despite the opposing viewpoints on the subject according to which ‘cyber space is a new military domain and must be understood in its own terms’ (Libicki, 2009: 8), it has become widely, though not fully, accepted that the traditional rules of International Law apply also to Computer Network Attacks (CNAs). Besides, all recent institutional documents at European and International level share the same view.

More specifically, the prevailing EU and NATO members’ view is that international law suffices to handle issues relating to cyberspace operations. In fact a number of official (customary or treaty based) documents confirm this view. For example, the International Group of Experts (a group of distinguished international law practitioners and scholars) involved in the production of ‘the Manual of the International Law applicable to Cyber Warfare’ (from now on Tallinn Manual), which was a project launched in the hope of bringing some degree of clarity to the legal issues surrounding cyber operations and which unanimously adopted ‘Rules’
meant to reflect customary international law, rejects any characterization of cyberspace as a separate domain calling for its handling by a distinct body of law. On the contrary, the International Group of Experts unanimously has come to the conclusion that the general principles of international law should apply also to cyberspace (Tallinn Manual, 2013: 19). Similarly, at the European level the European Commission, together with the High Representative of the Union for Foreign Affairs and Security Policy, published, on February 2013, a proposal for a cyber security strategy, followed by a draft directive, which aimed to address the issue of Network and Information Security (NIS) and which highlighted that ‘the EU does not call for the creation of new international legal instruments for cyber issues’ and that ‘the legal obligations enshrined in the International Covenant on Civil and Political Rights, the European Convention on Human Rights and the EU Charter of Fundamental Rights should be also respected online’ (JOIN, 07.02.2013: 15). The same text, in another point, resumes that ‘if armed conflicts extend to cyberspace, International Humanitarian Law and, as appropriate, Human Rights law will apply to the case at hand’ (JOIN, 07.02.2013: 16). This same view was reflected as early as 2011, in the U.S International Strategy for Cyberspace where it was clearly stated that ‘the development of norms for State conduct in cyberspace does not require a reinvention of customary international law, nor does it render existing international norms obsolete. Long-standing international norms guiding State behavior—in times of peace and conflict—also apply in cyberspace’ (The White House, 2011: 9).

Moreover, Rule 10 of the Tallinn Manual, based on article 2(4) of the United Nations Charter, entitled ‘Prohibition of the use of force’ notes that ‘a cyber operation that constitutes a threat or use of force against the territorial integrity or political independence of any State, or that is in any other manner inconsistent with the purposes of the United Nations, is unlawful’ (Tallinn Manual, 2013: 45). Nevertheless, this rule does not specify in which cases cyber operations can be considered as attacks that rise to the level of a ‘use of force’ calling thus for the application of the prohibition of article 2(4) of the UN Charter (extended to Rule 10 of the Tallinn Manual). A potential answer to this question could be given by the next Rule of the Tallinn Manual, ie. Rule 11 stating that ‘a cyber operation constitutes a use of force when its scale and effects are comparable to non-cyber operations rising to the level of a use of force’ (Tallinn Manual, 2013: 47). It is therefore understood that in order for a cyber operation to be characterized as a ‘use of force’ a parallel result logic is being employed, meaning that an effort is being made to identify cyber operations that are equivalent in terms of their results to other actions, kinetic or not, that would be described, in conventional terms, as ‘uses of force’.

Based on the same logic, and following article 51 of the United Nations Charter, Rule 13 of the Tallinn Manual entitled ‘Self-Defence against Armed Attacks’ states that ‘a State that is the target of a cyber operation that rises to the level of an armed attack may exercise its inherent right of self-defence. Whether a cyber operation constitutes an armed attack depends on its scale and effects’ (Tallinn Manual, 2013: 53). However, in this case also, it’s not clear in which cases cyber attacks meet the scale and effects requirements so that they can be regarded, classified and handled as an ‘armed attack’, allowing a UN Member State to respond by exercising its legitimate right of self-defense, under article 51 of the UN Charter. So it can be understood that in both Rule 11 and Rule 13 of the Tallinn Manual, the term ‘scale and effects’ is a shorthand term that refers to those quantitative and qualitative criteria that should be analyzed in order for someone to be able to determine whether a cyber operation qualifies as a ‘use of force’ or ‘an armed attack’.

3. Scale and effects analysis

The ‘scale and effects’ concept, which was initially introduced in the so-called Nicaragua Judgment of the International Court of Justice (June 27, 1986) in the ‘Case concerning military and paramilitary activities in and against Nicaragua’, refers to a set of criteria that gather the qualitative and quantitative characteristics for determining whether or not, a hostile act rises to the level of ‘use of force’ or to the level of ‘armed attack’.

In that Nicaragua Judgment, the International Court of Justice identified the ‘scale and effects’ criteria as those qualitative and quantitative elements that help differentiate an ‘armed attack’ from ‘a mere frontier incident’ (Westlaw, 2007: 84). More specifically, the International Court of Justice noted the need to ‘distinguish the most grave forms of force (those constituting an armed attack) from other less grave forms’, but chose to give no further details on the subject at hand. As a result, the parameters relating to a clear detection of the ‘scale and effects’ criteria have not been further identified apart from the indication that they need to be grave.
Therefore, the question remains in relation to the specification of the criteria required to identify which cyber attacks qualify as ‘use of force’ and, by extension, in relation to the handling of those cases that do not meet the necessary criteria to qualify as ‘use of force’.

Taking into consideration that the United Nations Charter does not provide any criteria for determining when an act amounts to a ‘use of force’, the International Group of Experts adopted an interpretation according to which the critical element for identifying an attack as ‘use of force’ or as ‘armed attack’ is the breadth of the impact of this attack. More specifically, they concluded that a cyber operation shall amount to a ‘use of force’ or to an ‘armed attack’, if its impact is analogous to the one resulting from an action otherwise qualifying as a kinetic armed attack. By this logic, any attack producing similar results to the ones generated by an attack with the use of conventional weapons, resulting thus in death or destruction, shall meet the requirements of the ‘scale and effects’ criteria.

Although, the International Group of Experts acknowledged the existence of a legal gap in relation to the identification of the exact point at which an event such as death, injury, damage, destruction or suffering caused by a cyber operation, fails to qualify as an ‘armed attack’, they were assertive as to what does not qualify as an ‘armed attack’, namely ‘acts of cyber intelligence gathering and cyber theft, as well as cyber operations that involve brief or periodic interruption of non-essential cyber services’ (Tallinn Manual, 2013: 55).

Taking thus for granted the fact that the law is unclear as to the characterization and evaluation of a number of cyber attacks, especially in the case of ‘use of force’ whose impact is not immediately visible, and taking into account the total absence of an institutional framework for the evaluation of the ‘use of force’ and ‘armed attack’ concepts in cyberspace, the International Group of Experts proceeded to the adoption of an approach [following Schmitt’s consequence-based approach (Schmitt, 1999: 17–19)], that aims to identify, in an objective way, the likelihood of classifying a cyber operation as a ‘use of force’.

This approach focuses on recognizing the impact of cyber attacks and on equating it to the corresponding impact caused by other actions (non-kinetic or kinetic) that the international community would describe as ‘uses of force’. In these cases, the parallelism and the subsequent analogous treatment of conventional operations, that verge on being characterized as ‘uses of force’, with corresponding cyber operations that meet the ‘scale and effects’ requirements, will be the outcome of the evaluation of a number of non exclusive criteria (factors) based on a case-by-case assessment. These criteria (factors) are ‘severity’ (severity of attacks), ‘immediacy’ (the speed with which consequences manifest themselves), ‘directness’ (the causal relation between a cyber attack and its consequences), ‘invasiveness’ (the degree to which a cyber operation interferes with the targeted systems), ‘measurability of the effects’, ‘military character of the cyber operation’, ‘extent of State involvement’ and ‘presumptive legality’ (acts not expressly prohibited by international law). Nevertheless, it should be kept in mind that, as the International Group of Experts have clearly clarified, these factors cannot be considered as formal legal criteria.

4. A cyber attack evaluation methodology

As it can be understood, the characterization and categorization of cyber attacks depends largely on the size of their consequences. In other words, the categorization of this type of attacks lies heavily on their impact level both in terms of loss of human lives and in terms of destruction of critical infrastructures. So, the degree of the visible as well as the long-term effects of a cyber attack constitute a critical factor for its categorization and the greater the degree of impact of a cyber attack the more the chances to be characterized as a ‘use of force’, or even worst, as an ‘armed attack’ when its size is so great as to cause loss of human lives.

So the critical issue here is the method of measurability of the impact of cyber attack. Unfortunately, as it has already become apparent, the relevant criteria proposed by the International Group of Experts have failed to accurately identify the precise extent of impact of a cyber attack, since its effects are often not readily visible on the short hand and the measurability of the effects of a cyber attack is frequently a matter of subjective interpretation. If the impact level of cyber attacks could be determined through the use of qualitative and quantitative criteria, it would be possibly much easier to classify and categorize them based on the principles of International Humanitarian Law.
On the other hand, one can easily notice that the same impact factors proposed by the International Group of Experts for the categorization and characterization of cyber attacks are also employed as criteria in risk criticality analysis methodologies to prioritize assets and infrastructures. For example, at the European level, the Council Directive 2008/114/EC of 8 December 2008 ‘on the identification and designation of European critical infrastructures and the assessment of the need to improve their protection’, following a relevant European Commission Communication (COM 786, 07.06.2007), identified the following criteria as the minimum set of criteria that should be considered by member states when attempting to assess their critical infrastructures: (i) public safety—including issues such as population affected, loss of life, medical illness, serious injury, evacuation, (ii) economic effect – which takes into consideration the GDP effect, the significance of economic loss and/or the degradation of products or services, (iii) environmental effect – i.e. effect on the public and the surrounding environment, (iv) interdependency – which has to do with interdependencies between critical infrastructure elements, (v) political effects – that is, confidence in the government and (vi) psychological effects – i.e. psychological effects on the population. The evaluation of these criteria takes place in terms of their scope (local, regional, national and international) and time (during and after the incident) (Theoharidou, Kotzanikolaou and Gritzalis, 2009: 35-49).

Respectively, at the international level, the U.S. National Infrastructure Protection Plan identifies the following criteria for evaluating consequences: (i) public health and safety — including their effect on human life and physical well-being, (ii) economic — which takes into consideration direct and indirect economic losses (iii) psychological — i.e. their effect on public morale and the degree of confidence of the people in economic and political institutions and (iv) governance/mission — which related to the effect on the ability of the government or industry to maintain order, deliver essential services, ensure public health and safety and carry out national security – related missions (U.S. Department of Homeland Security, 2009).

It becomes clear that the evaluation criteria used for assessing critical ICTs, are focused more on evaluating risks related to external impacts that is, impacts associated with socioeconomic consequences and their effect on citizens, since they are directly linked to the critical infrastructures affected per se and indirectly associated to the implications of the collapse or degradation of these critical ICTs for the well being of the citizens. This approach comes in contrast to the traditional risk analysis methodologies that focus more on the implications of the collapse or deterioration of infrastructure in the respective department or agency that relates to it (internal impacts), rather than on the external impacts of this collapse or deterioration to the citizens. Consequently, there is a strong interdependency between cyber attacks and the corresponding risk criticality analysis methodologies used for assessing critical infrastructure and networks (ICTs) since in both cases are characterized by the same the impact factors during their evaluation process.

Based on everything mentioned above, one could proceed to an assessment of cyber attacks by adopting risk-based criticality analysis methodologies. A case in point is the generic risk-based criticality analysis methodology proposed by Theoharidou, Kotzanikolaou and Gritzalis (2009: 40-47) by which, a detailed list of impact criteria is presented for assessing the criticality level of infrastructures. What differentiates this method from traditional risk analysis methodologies is the fact that it assumes the same societal and sector-based impact factors used by the International Group of Experts for characterizing and assessing the intensity of cyber attacks, allowing thus the parallelism and the adoption of the same evaluation criteria for assessing cyber attacks.

This criticality analysis methodology, whose primary role is to be used as a base for assessing risk associated with critical ICTs, can also serve as a scale for measuring the intensity of cyber attacks in order to enable a quantification of the ‘scale and effect’ criteria, using qualitative and quantitative variables such as the ones recommended by the International Group of Experts in the Tallinn Manual, and possible adopting other criteria, so that it can become easier to identify when such acts verge on the so-called ‘use of force’ standard, which is used for determining whether or not a State has violated Article 2(4) of the United Nations Charter and the related customary international law prohibition.

Furthermore, the same methodology could be used to indicate whether a cyber operation comes to the level of being characterized as a ‘use of force’ or as an ‘armed attack’ allowing thus a UN Member State to respond by exercising its legitimate right of self-defense according to Article 51 of the UN Charter. Similarly, the above method could serve as a scale for the Security Council to decide when a cyber attack constitutes ‘threat to the peace, breach of the peace or act of aggression’, so that the required measures to restore international peace
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and security under Article 42 of the UN Charter can be adopted. In other words, the adoption of the criticality risk analysis methodology can serve as a means for estimating the impact of a cyber attack in the host country and in the international environment.

Conclusively, the discussed evaluation methodology, using as a reference point the above mentioned criteria, could be used as a method for stressing areas where there is uncertainty or disagreement in an number of legal analyses, and for making available a means for addressing all issues having to do with ‘use of force’. In addition, this methodology can act as a basis for the assessment and classification of cyber attacks that are intended towards software systems that may constitute a component of a critical infrastructure.

Our future work will be focused on a more accurate approach of the above mentioned cyber attack methodology in order to determine and evaluate the impact factors of a cyber attack on the basis of their type and intensity, for enabling their categorization under the principles of International Humanitarian Law.
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Abstract: This paper presents the methodological approach of an ongoing research which has been inspired by the big question of whether or not the cyber weapons change the character of war. The literature tackles this issue mainly by trying to give 'yes' or 'no' answers to the frenzy of questions about the probability of a cyberwarfare scenario and whether or not the traditional weapons are becoming obsolete. The mainstream of academia uses empirical data for arguing that the reasons cyber weapons have attracted the public interest are more due to their newness than by virtue of any value they have in military affairs. 'War as always' succinctly summarises their arguments. Nevertheless, this research work argues that it is not in the empirical where the changes should be traced. It is, instead, in the discourse on war that the cyberspace brings about changes. In line with critical war studies, it is founded on the principle that the ontology of war is not reducible to the fighting power manifested in battlefields and that it has also a sociopolitical dimension. Critical realism offers the theorisation of how discourse creates the social reality within which war is taking place. In each era, social agents work within a network of social practices for giving meaning to the social world by means of physical elements, sociological elements, cultural/psychological elements, and discourse. In this work, the object of research is constructed within discourse which is developed in the social practice that concerns the revision of the British national defence and security policy. The core research question to probe is how language patterns and meanings have changed from 1998 to 2013 so as for the cyberwarfare discourse to emerge in this British policy making context. Accordingly, it uses a corpus of policy documents processed according to the Modern Diachronic Corpus-Assisted Discourse Studies. The process starts off from meticulously examining the use of specific lexical items throughout this period of time and then it focuses on how they have been used within the textual context. By doing so, the purpose is to unearth how new lexical patterns which bear new meanings have been emerged. Accordingly, it is offered the genealogy of the cyberwarfare discourse which, however, needs further research in order to prove how it finds hegemonic place within social reality, how it is recontextualised in other social practices and, finally, how it is operationalised.
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1. Introduction

The swift and abrupt introduction of the cyber capabilities into military affairs has created conflicting arguments concerning their potential for changing the character of war. The stabbing question of whether or not cyber war is a probable scenario has become a tug-of-war between those who consider that it ‘will take place’ and those who reject it. ‘Cyber’ has become the buzz word of at least the last decade being added as a prefix to practically every human activity. Upon the explosion of the Internet, fraud was instantly converted to ‘cyber fraud’, crime to ‘cyber-crime’, weapons to ‘cyber-weapons’ and war to ‘cyber-war’. The dynamics of the new medium was as influential as it self-imposed its lexicon on a wide series of activities. This practice was also adopted by social scientists who argued that the world is heading to a new era during which the Information Communication Technologies have a catalytic role to play in ‘sanitising’ societies.

In war studies, Roennfeldt contends that the despotic influence of Clausewitz does not leave enough space for a new interpretation of the phenomenon of war (Roennfeldt 2011). Meanwhile, some flamboyant titles such as ‘Preparing for a digital Pearl Harbour’ (Schwartz 2007) and ‘Preparing for a Digital 9/11’ (Greenberg 2012) have created a war atmosphere in the cyber domain lending credence to the term ‘cyber war’. The often cited cases of Estonia (2007), Georgia (2008) and the Stuxnet (2010) came to further raise these aspirations. The arguments found in the relevant literature are quite controversial and a succinct overview of them is offered in a recent issue of the Journal of Strategic Studies. There, on the one hand, academics with an interest in war and in strategy raised their voices against the abuse and misuse of the term ‘war’ for describing a series of malicious activities through cyberspace and they explain ‘Why the Sky Will Not Fall’ (Gray 2013). On the other end of the spectrum, an emerging school of thought argues that the cyberspace and the way that it changes the character of war deserve more research. For them, the new political context raises the need for a more in-depth discussion concerning the way in which war is conceptualised or how power is now defined.

This paper presents a research design that is informed by both arguments, but which chooses to follow a different way as far as its philosophical stance and methodology are concerned. Its objective is to examine the changes in the perception of the British military and security elites of the character of war in the Global Information Age. Accordingly, the following sections firstly present the two conflicting arguments found in the
literature which are summarised here under the titles of the ‘Thesis’ and ‘Antithesis’. Secondly, this paper discusses the cultural turn in war studies which puts emphasis more on the discourse on war and it explains how the latter defines the reality of war. The third part offers the philosophical stance of the whole research design, namely it describes how critical realism conceives social life. Lastly, it describes how the methodology of Critical Discourse Analysis (CDA) is applied in this research in an effort to open-up the discussion concerning new research approaches in war studies.

2. The Thesis: ‘war’ freed of prefixes

In 2011, both Betz and Rid tried to bring the whole debate about the so-called cyber war back on the right tracks by emphatically arguing that ‘Cyberwar is not coming’ (Betz and Stevens 2011, p.88) and that ‘Cyber War Will Not Take Place’ (Rid 2011) respectively. The former accentuated the marginal, if any at all, strategic potentials of the cyber war as a political means for the states to impose their will on their adversaries mainly due to the attribution problem. An orphan attack, namely an attack stemming not from an internationally identifiable political entity, is bereft of any power to bring political results to the advantage of its perpetrator. Betz acknowledges, however, the contribution of the cyber means to serve as an accomplishment to the hard power of the kinetic weapons. In essence, this point of view supports that the new capabilities offered in cyberspace will be adjusted to the existing war paradigm and that, as much as revolutionary or spectacular they may seem, ultimately they will be assimilated by the geography of war. This school of thought revokes the literature concerning the sea changes that the air power was supposed to bring for quick and decisive military victories (Rattray 2001) and which, in the end, proved to be wishful thinking. Similarly, Betz and Stevens contend that cyber power does not bring any rupture with the past in the strategic thinking, for ‘Technology cannot make up for all the weaknesses of strategy; often what it gives with one hand it takes away with the other’ (2011, p.89).

Moreover, Rid rejects cyber war as the next war paradigm because the force that cyber-attacks claim to have is neither violent nor instrumental and political in nature (2011). He rejects the utility of the cyber-attacks because they exert force only through a ‘mediated sequence of causes and consequences’ (Ibid. p.9) and not straightforwardly, let alone that, by now, there have not been any considerable life losses due to any cyber-attack. In 2013, he further accentuated the indirect and unqualified nature of the cyber-attacks by explaining that they lack the political authority needed in order to be converted from sheer disturbance to useful political means of coercion (2013). Thus, they are bound to remain unqualified, or as Liff dubs ‘as a destabilizing weapon, although warranted, may be exaggerated’ (2012, p.425). In that way, he defends the ‘enduring nature of war’ (Gray 2010) in the Global Information Age which still remains a mixture of passion, chance and rationality.

In sum, the Thesis defended by strategists and war scholars reiterates that war always remains a political means that involves physical violence for imposing a state’s will on its opponents. The practice of adding prefixes before ‘war’ for indicating the newness in its conduct does not mean that the new type of war brings changes to the nature of war. Accordingly, cyberspace should not be considered ex facie to have war value and to function simply because the prefix ‘cyber’ happens to be placed before the term ‘war’. In contrast, there are insurmountable constraints for the cyber-attacks to have political and strategic value.

3. The Antithesis: Cyber war merits more research and less hype

While the Thesis defends the enduring nature of war, an emerging school of thought proposes that the new reality changes the way that war and military power should be conceptualised. Stone proposes in what sense the attacks through the new medium may serve the war objectives while he acknowledges that many cyber incidents are indiscriminately given the title of ‘cyber war’. He rejects Rid’s argument that the violence imposed on the targets by means of weapons has to be lethal if it is to have any war value (Stone 2013). Stone argues that the military value and impact of the attacks on the outcome of war, whether cyber or not, should not be evaluated on the basis of how much lethal they are. Instead, it is the violence produced by an attack that puts pressure on the target and which ultimately forces him to comply. He underlines that the Western liberal way of war rests on exactly this idea, namely on the disassociation of force, violence and lethality. In this triangular scheme, Stone believes that cyber-attacks have potentials in the axis of force – violence by playing the role of ‘violence multiplier’ (2013, p.106) even without exerting any physical force. Within this framework he concludes that cyber-attacks ‘could constitute acts of war’ (Ibid., p.107).
The contribution of the Antithesis to the cyberwarfare debate is, in essence, a new way to speak about power in the Global Information Age, but also about the place that war has in the international system. To start with the first one, there is a budding literature arguing that within cyberspace power should be conceived not in the same way as in the physical world. The actors in the cyber domain become powerful through an immaterial process which relies more on their ability to freely promulgate their own images and their own narratives and less on what assets they possess in the physical world (Kim et al. 2012). Betz and Stevens dub this new demonstration of power as the Productive cyber power and they define it as ‘The constitution of social subjects through discourse mediated by and enacted in cyberspace, which therefore defines the ‘fields of possibility’ that constrain and facilitate social action’ (2011, p.50).

Roenfeldt, in line with Betz and Stevens, argues that there is a need to reconceptualise war in what he dubs the Productive war. The latter is in stark contrast to the compulsory power of the kinetic war and, accordingly, modern political entities become powerful in the ‘discursive battlefields’ and not in the war battlefields. Roenfeldt proposes the disassociation of power with violence and he argues that ‘power now rests on legitimacy, [and therefore] communication has replaced force as the decisive means in power politics’ (2011, p.46). These non-territorially defined battlefields are created in what Roennfeldt dubs the ‘local centres of power’ in which anyone is powerful by ‘[...] producing the discursive effects that reproduce and modify discursive patterns of domination’ (ibid., p.56)1.

The contribution of Singh further explains the theoretical foundations of cyber power as a distinct kind of power. He argues that the power of ICT should be sought in their ability to frame new identities and to impose new meanings in world politics. This is how he defines the ‘meta-power’ which is not traced on the present time but, instead, on precedent time frames. People interact in actual time through cyberspace and, in essence, what they do is to work collectively for defining the conceptual social frameworks of the future. This is why the ‘meta power’ precedes the ‘instrumental power’. He explains that ‘When nation – states fight territorial wars, similarly the meaning of a nation – state or security understood in territorial terms has been imagined through prior interactions’ (Singh 2013, p.7).

To continue with how war as a political means is now defined within the international system, the recent work edited by O’Conell uses useful insight (2012). O’Connel chaired the Committee on the Use of Force commissioned by the International Law Association (2005-2010) to report on the definition of war in international law. The main finding of the Committee is that ‘war’ is an ill-defined term in international law and that it is now replaced by the term ‘armed conflict’. It is worth mentioning here the tendency in international law to define more restrictively the exertion of violence in world politics. The term ‘war’ is now considered to be a rather vague one and, instead, there is a tendency to elaborate a stricter law framework which meticulously describes the exertion of physical violence in international politics.

To conclude, the Antithesis responds to the objections of the cyber sceptics by underscoring that cyberspace and, in essence, the new Global Information Age changes the way people now speak and think about war and military power. Changes, therefore, should not be considered to lay on the empirical manifestations of war but on the discourse on war. The research in hand is about the latter and its objective is to unearth how modern discourse creates new meanings in military affairs. As it is explained in the next paragraphs, the reality of war is constructed by social agents in a different way in every era: its objectives, the identities of the enemies, the threats against the national security but also the technologies used in war operations.

4. The Cultural turn in war studies

In the core of war always lies combat which is inherently violent. Yet its character is reducible neither to its technologies nor to its combats since they are constructed within discourse as well. Technology as a driver for change in the character of war is not considered here to have enough analytical power, for its development does not follow any predefined pattern, but is socially constructed (Jasanoff 2004). The use of the cyber dimension for the purposes of war does not suffice to explain why the character of war is changing. Technology, before taking a specific shape was, in first place, conceived as a meaning in the real world. Change, therefore, does not stem from the technology of weapons, but from the way that societies create the social world and their needs in there.

---

This is essentially what lies at the heart of the cultural turn and John Lynn explains that ‘the essential value of using a cultural approach in military history is precisely in distinguishing the mental from the material’ (2003, p.xi). Technological determinism has resulted in reducing war to the fighting power of its weapons, and its epistemology to the analysis of its battles since it is there that the power of weapons is manifested. The discourse of war was considerably neglected until the cultural turn was proposed as a new research philosophy in war studies and military history (Barkawi and Brighton 2011, Lynn 2003, Black 2013, Porter 2009). Poststructuralism and critical realism inform the cultural turn in a way that now war studies and military history direct their research efforts more towards the understanding of how discourse creates the reality of war, while acknowledging that war is always about fighting. Barkawi and Brighton underscore this turning point away from the supremacy of battles in war studies and they offer a more thorough view of the ontology of war:

It is an ontology that retains the power of war-centered analysis without limiting inquiry to a focus on war fighting. We hold on to the ontological primacy of fighting, but wrest it from the instrumentality its historicity demands. 

(2011, p.136)

Now, the changes in the character of war are traced in the realm of ideas, namely in how perceptions and beliefs are constructed and not in the ‘capacity for employing force’ (Black 2013, p.299). Accordingly, the technology of the weapons, how they deliver their destructive force for the purposes of war, the construction of the identity of enemies, the objectives for deploying armed forces, the ethics of war and even victory and defeat; they are all constructed within discourse.

Cyberspace is, in essence, a technological product which has been developed not in a social vacuum. Instead, its origins lay on the ‘imaginative faculties, cultural preferences and economic or political resources’ (Jasanoff 2004, p.16) of the present era. Cyberspace was not created in the 90’s when the Internet started becoming a mainstream technological product; it was initially created as an idea, as scientists started thinking of intelligible machines that could substitute men. The origin of the idea of cyberspace or, differently, its myth is still an embryonic research field. Rid, currently working on this area, proposes that the idea can be traced back to the 40’s to the science of cybernetics. What is of interest here is that cyberspace, as any other technological product, ‘both embeds and is embedded in social practices, identities, norms, conventions, discourses, instruments and institutions - in short, in all the building blocks of what we term the social.’ (ibid., p.3). Cyberwarfare, therefore, is not about waging war through a new medium, as was the case when aircraft changed the conduct of war. In this work, cyberwarfare is not reduced to its prefix, namely to ‘cyber’ or, as the proponents of the cultural turn would say, it is not reduced to its fictitious battles which are fought in cyberspace.

The cultural turn has turned the interest towards discourse and to critical realism in order to conceptualise the war phenomenon. The next section describes the philosophical stance on which the discourse on war is founded.

5. Critical realism

Critical realism distinguishes between the natural and the social world. While the former remains a given entity through time, the social world is constructed by people i.e. by social agents. In each era, they work continuously within a network of social practices for giving meaning to it under the influence of social structures. Social practices have a mediating function between the abstract social structures and the specific actions-events that take place in social life. They offer a quite stable ‘pattern’ for the social agents to come together and work for producing these actions-events. These ‘habitualised ways, tied to particular times and places, in which people apply resources (material or symbolic) to act together in the world’ (Chouliaraki and Fairclough 1999, p.21) are influenced by the social structures which, inasmuch as they are socially constructed, offer only relative stability for a specific period of time and in a specific geographical place.

In this malleable ontology, the network of social practices accomplishes a specific work: it serves as the domain where social praxis is taking place and, at the same time, it changes the world. In specific temporal and spatial dimensions, the changes found in social practices can be traced horizontally, to the rest of the network, and upwards, to social structure. The changes are sought in the three specific functions that social practices have, i.e. in the mode of production, identification and, finally, representation (Chouliaraki and Fairclough
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1999, p.21-28). As modes of production, they work for delivering specific products (e.g. educational system, fine arts, national security). By doing so, at the same time they create the social identities of people participating in these practices. The third function is about representation and it can be summarised in that ‘people always generate representations of what they do as part of what they do’ (ibid., p.26). For instance, military parades offer representations of the work accomplished within the social practice of national defence.

Social practices produce work, give identities and offer representations of what they do by means of specific resources. Fairclough distinguishes among four such categories of resources: physical elements, sociological elements, cultural/psychological elements, and discourse (2000, p.168). He calls them ‘moments’ which are combined all together in order for social practices to perform their functions. Each one of them is for naught unless it is brought together with the others. The objective of social practices is to create synergies or, as Fairclough explains, to create specific ‘articulations’ among these moments.

In this way, social practices are a sum of moments, each one bearing its discrete semiotic value which, however, remains inoperable and imperceptible out of a specific ‘articulation’ (combination) of different moments. Discourse, as one of the four moments of social practices, does not refer only to the written language but to:

the semiotic elements of social practices. [which] includes language (written and spoken and in combination with other semiotics, for example, with music and singing), nonverbal communication (facial expressions, body movements, gestures, etc.) and visual images (for instance, photographs, film). The concept of discourse can be understood as a particular perspective on these various forms of semiosis - it sees them as moments of social practices in their articulation with other non-discursive moments.

(Choulilaraki and Fairclough 1999, p.38)

Systematic analysis of the written language can, therefore, offer valuable insight in the way that the world is changing. Critical Discourse Analysis (CDA), described in the following section, treats texts not in terms of the language used but, instead, as moments of semiotic value which bear meanings and create social reality as they are produced, disseminated and interpreted within the network of social practices.

6. Critical discourse analysis in war studies

Critical Discourse Analysis was introduced in academia in the early 90’s by van Dijk, Fairclough, Kress, van Leeuwen and Wodak as a comprehensive methodology for the systematic examination of discourse; discourse in its full remit, namely as a resource for people to construct the social world. CDA should not be considered as a rigid research method, meaning that it is more about the philosophical stance of the researcher towards social life and change within it, and less about offering a standardised way of data collection and analysis. The objective is always to examine the ‘relations between discourse and non-discoursal elements of the social’ so as to unearth ‘how changes in discourse can cause changes in other elements’ (Fairclough 2010, p.357). The way, however, for reaching there is an open-ended one, as explained by Wodak and Meyer (2009, pp.23-33).

This research work aims at examining how cyberwarfare discourse appeared within the social practice that concerns the revision of the British national defence and security policies. As Fairclough (2010, pp.367-371) explains, discourse follows a specific pattern which starts with its emergence within the network of social practices and it ends to its operationalisation in social life (emergence, hegemony, recontextualisation, operationalization). This research is about the genealogy of cyberwarfare discourse, which is created as high rank military officers, politicians, academics, representatives of high influencing think tanks and representatives of the civil community gather together for revising the national defence and security policies of the United Kingdom.

The documents used span from 1998 to 2013, and they were produced by both Houses during the process for the revision of the British Strategic Defence and Security Review (SDSR) and the National Security Strategy (NSS). They describe the action plan of the government for tackling the security threats and for galvanising the national security, each time in reference to the security context. A revised SDSR and NSS signal a significant change in world politics which dictates a new national approach in terms of security. Both texts create the British perception of world politics and of the security context in a specific period of time; they create the identity of the threats; they assign new roles to the armed forces and they create relationships among social
agents each time they found or cease an operational centre. Hence, they are treated here as moments of semiotic value the meanings of which, once they are published, flow among the rest of social practices; they develop synergies with more moments of semiotic value and in the end they change the social structure. In this way, texts are both the trace of a process, but also the cue to a new one, inasmuch as they are constantly subject to different interpretations.

The texts are compiled in a corpus which offers abundant information about how language has been used from 1998, when the lexical item ‘cyberspace’ firstly appeared in the Security Defence Review, up to 2013. By 2013, two revisions of the so-called Cyber Security Strategy had been published and a lot of written material had been produced (written and oral evidences) during the parliamentary process for the next Defence and Security Review due to be published in 2015. The purpose, accordingly, is to ‘track how language patterns and meanings’ (Partington et al., p.265) have been stabilised within this corpus in a way that permitted the emergence of the cyberwarfare discourse in British policy making. For doing so, the Modern Diachronic Corpus-Assisted Discourse Analysis (MD-CADS) approach (Partington et al.) is followed. The corpus has been harmonised through annotation and has been converted to XML-valid, TEI conformant corpus, which is considered as the preliminary step of a CADS research design (Cirillo et al. 2007). Word lists, concordance lines and collocates were then extracted for different time periods using the AntConc free software (Anthony 2014). In this way, it was possible to find specific lexical patterns that have been created through time and then to examine how they work in the context of the documents, so as for new meanings to emerge within discourse.

To conclude, contemporary research on how the conduct of war is changing in a world exponentially interconnected has much to offer in so far as it directs its interest towards the discourse on war. Cyberspace brings about changes, for it enables a new discourse to emerge as far as the utility of war, its conduct and the nature of military power are concerned. The ongoing research intends to offer a small particle of knowledge on how this new discourse emerges in the British context. Yet much more research, transdisciplinary in nature, is necessary, so as to have the whole picture of how this discourse is operationalised within social life.
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Abstract: In many security protocols, implementation of cryptographic algorithms can be thought as both software and hardware manner. The security of cryptographic algorithms is threatened by attacking cryptographic implementations. In public cryptography, research on side channel attacks started with works of (Kocher et al., 2004, Kocher, 1996, Kocher et al., 1999). Side channel attacks is a passive attack which basically depend on collecting information through physically observable phenomenon’s created by the execution of computing tasks in microelectronic devices and logical gates in order to break cryptographic algorithms such as timing information proposed in (Kocher, 1996, Jean-Fran et al., 2000), power consumption studied in (Kocher et al., 1999) and electromagnetic radiation in (Agrawal et al., 2003). This paper serves as an introduction to basic level of side channel attacks, method and techniques used in these attacks and many other countermeasures such as Simple Power Analysis, Differential Power Analysis; Data bit Differential Power Analysis against such attacks.
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1. Introduction

Since the security has been the main concern in computing systems, much effort is needed to deal with the weaknesses of security protocols and implementations of security algorithms. Cryptographic algorithms, including symmetric ciphers, public-key ciphers, and hash functions, form a set of primitives that can be used as building blocks to construct security mechanisms that target specific objectives (Schneier, November 1996). In general, security protocols deal with what functions are performed during the encryption and decryption. On the other hand, to maintain the security of the computing systems, cryptanalysis of hardware as a part of system should be considered and weaknesses should be defined.

Cryptographic protocols implemented on the hardware include lots of electronic components in order to handle data operations. Cryptanalysis of software part can be made over mathematical abstractions. On the other hand, since a cryptographic algorithm runs on a particular electronic devices cryptanalysis can be done by using physical quantities such as temperature, power consumption, elapsed time during the computation, electromagnetic radiation etc. The main purpose of side channel attacks is extracting the secret key of cryptosystem via gathering physical information’s, namely side channel information’s, in order to break cryptosystem. Various measurements are taken from different places during the execution of a cryptographic algorithm and these values are used directly for extracting secret key of system.

Having considered classification of side-channel attacks, two main topics are suggested.

1. Invasive and non-invasive: Invasive attack is the strongest type of side-channel attack that is basically a way of de-packing cryptographic device in order to get direct access to components. Connecting a wire on a data bus and being able to capture the data transfer is a simple example of invasive attack. A non-invasive attack is a way to exploiting external available information. A typical example of such an attack is timing analysis which is measuring the time consumed by a device to execute an operation and correlating this with the computation performed by the device in order to deduce the value of the secret keys (Feng, 2005).

2. Passive and active: As the name suggests, passive attacks are done by observing physical quantities of cryptographic system on behalf of exposing secret key. Yet active attacks make the system operate unusually by manipulating incoming and outgoing data of the system.

Bearing in mind the previous points, passive non-invasive attacks are generally referred as side channel attacks that is determining secret key of a system by measuring physical quantities such as power consumption, electromagnetic radiation etc.
1.1 Source of the leakages

Since microelectronic devices are used for accomplishing computing tasks, some leakages like dissipation of heat occur and these leakages carry lots of information about the computation. By capturing these leakages, it is possible to exploit the whole system by malicious adversaries.

Most of logic circuits have been implemented over CMOS gates which are used to create integrated circuits. Since CMOS gates are the brain of the digital circuits, side channel information can be captured from CMOS during the computation. Emanating side channel information’s from CMOS devices distinguished by distinct levels; power consumption in CMOS devices and EM radiation in CMOS devices. Besides, these levels can be examined as dynamic and static.

1.2 Power consumption in CMOS devices:

In CMOS devices, power goes to three main areas.

Dynamic power dissipation: is the amount of power needed in order to perform tasks in a given circuit namely power that need to charge and discharge electronic nodes (capacitors, transistors etc.). Dynamic power consumption connects internal data with externally observable power therefore can be used to get side-channel information. Dynamic power dissipation can be calculated in following way:

\[ P_{\text{dynamic}} = C_{L} \left(V_{DD} - V_{SS}\right)^2 f \]

\( C_{L} \) Represents capacitance, \( V_{DD} \) is the voltage of the power supply and \( f_{\text{dd}} \) is the probability of changing 0 states to 1. Dynamic power dissipation occurred when switching states. The highest peak of CMOS device occurs when charging the capacitance.

Short Circuit Power Dissipation: Input signals have nonzero rise and fall times; hence, a direct current path exists between \( V_{DD} \) and \( GND \) for a short period of time during input switching, in which case the PMOS and the NMOS devices are simultaneously conducting(Chen, 1997).

Leakage power: In contrast to dynamic power consumption, leakage of current is not a function of switching frequency namely, leakage of current always occurs.

1.3 EM radiation in CMOS devices

Like in power consumption, electromagnetic radiation is also data dependent. In theoretical view, EM leakages expressed with Biot-Savart law:

\[ dB = \frac{\mu dl |I| \hat{r}}{4 \pi R^2} \]

Where \( \mu \) is magnetic permeability of free space, \( dl \) infinitesimal length of conductor carrying electric current \( I \), \( \hat{r} \) is the unit vector. This general formula gives an idea for EM radiation in CMOS devices and emphasizes two important points(Standaert, 2009);

- The field is data-dependent due to the dependence on the current intensity.
- The field orientation depends on the current direction.

Due to the fact that radiation is data-dependent, it causes side-channel information leakages. EM attacks first represented by (Quisquater and Samyde, 2001) later on by placing coils near the chip, side-channel information is exploited by (Quisquater and Samyde, 2001) and (Gandolfi et al., 2001)

2. Types of attacks

2.1 Power analysis attacks

Power analysis attack is a passive non-invasive attack that reveals a secret key of the system by analyzing power consumption. Power consumption of a cryptographic device depends on processing data and
performing operation thus instantaneous power analysis can be done and secret key can be constructed in that way. Power analysis attacks have been demonstrated to be very powerful attacks for most straightforward implementations of symmetric and public key ciphers proposed in (Mayer-Sommer, 2000, Messerges et al., 2002, Messerges et al., 1999, Novak, 2002, Walter, 2001). In 1998, Kocher’s result of power attack analysis research is presented in New York Times. In this research, Kocher claimed it is possible to reveal the secret key completely from a power trace of a single operation. As a result of this research, Kocher realized that power analysis is a serious threat in cryptographic protocols. Based on Kocher’s research simple and differential power analysis (SPA and DPA), first introduced by (Kocher et al., 1999).

Depending on cryptographic operations, the amount of current can easily be captured from a power source. Using an oscilloscope, the voltage difference can be calculated and using Ohm’s law current consumption on system can be subtracted (see Figure 1). Power dissipation is proportional to the flow of current in constant voltage devices thus power analysis attacks can be made through measuring the current consumption.

Public-key cryptography is more generally based on exponentiation algorithms that is given group \( G \), \( M \in G \) and \( d \in \mathbb{Z} \). The basic algorithm for calculating exponentiation is binary method as shown in Algorithm 1.

\[
M^d \mod N = (d_{\text{ord}_2, \ldots , d_1 d_0})_2
\]

**Algorithm 1: Left-to-right binary exponentiation**

For instance in a binary exponentiation algorithm the squaring operations could have a different power output to the general multiplication operations. Thus, it is possible to recover the key by looking the order of bits. For example if we notice the sequence of square and multiply operations was SMSSSMMSMSS then, assuming the binary method of exponentiation was used, we know that the bits of the exponent are given by 101101011.

2.1.1 Simple power analysis attacks

The key aspect of simple power analysis is making guesses from power trace in which instruction executed and values of input and output data’s.

To illustrate the simple power analysis attack, implementation of RSA algorithm used as an example. In 1977, RSA, a public key cryptosystem, developed by Ronald Rivest, Adi Shamir, and Leonard Adleman. RSA algorithm works by taking two large primes let’s say \( p \) and \( q \), and computes their product \( n \) as \( n = p \cdot q \) (called modulus). After that, it chooses a random \( e \) and must be relatively prime to \( (p-1)(q-1) \). Later, it finds another number \( d \) such that \((ed - 1)\) is divisible by \((p-1)(q-1)\). Numbers \( e \) and \( d \) is called public-key and private key exponents, respectively. Public-key pair is \((n, e)\) and private key pair is \((n, d)\). The difficulty of breaking RSA algorithm is mainly depends on factorization problem of the number in the case of factoring \( n \) to \( p \) and \( q \). Algorithm 2 shows the summary of RSA.
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1. Choose two very large random prime integers: p and q
2. Compute n and ϕ(n):
   \[ n = pq \quad \text{and} \quad \phi(n) = (p-1)(q-1) \]
3. Choose an integer e, 1 < e < ϕ(n) such that:
   \[ \gcd(e, \phi(n)) = 1 \]
4. Compute d, 1 < d < ϕ(n) such that:
   \[ ed \equiv 1 \pmod{\phi(n)} \]
5. The public key is (n, e) and the private key is (n, d)

Algorithm 2: RSA algorithm

In Luca Giancane’s illustration “An SPA trace of an RSA algorithm”(Giancane, 2012) it is shown that small segment of power trace of RSA algorithm on a smart card. Nine vertical lines show that squaring or multiplication operation is started. In the beginning of algorithm, values are loaded to registers. Multiplication operation is more costly from other operations since it requires additional registers. Thus, in the multiplication operation, width of leading vertical lines increases. Consequently, squaring operations are represented as narrow vertical lines and multiplications are represented as narrow vertical lines followed by wider vertical lines. Finally, five key bits can easily be extracted from the power analysis as 00111.

![Figure 1: Luca Giancane, “An SPA trace of an RSA algorithm”](image)

Observing power trace of algorithms, an attacker can get more details about algorithms and easily captures specific operation being executed. As a consequence, an attacker would simply produce a secret key of a system by capturing power trace of an operation.

2.1.2 Differential power analysis attacks

On the contrary with SPA, large number of power traces needed to accomplish DPA attacks. Depending on Kocher’s research, DPA is the most threatening attack in contrast to other attacks. The main idea behind the differential power attack is that during an encryption or decryption operation of different data values or blocks, a large number of power traces recorded on behalf of revealing secret key. The main advantage of DPA is that, it is generally required to know cryptographic algorithm that is used in cryptographic device. Another difference of DPA from SPA is that the shapes of power traces along time axis is not so important in DPA while an attacker tries to find patterns in SPA. In DPA an attacker tries to find correlation between power consumption at fixed moment and processed data. To sum up, DPA attacks exploit the data dependency of the power consumption of cryptographic devices. They use a large number of power traces to analyze the power consumption at a fixed moment of time as a function of the processed data (Mangard et al., 2007).

When the internal state of device changes, the power consumption covaries regarding the change. For instance, consider the following two state changes: 01010001 to 10101110 and 01010001 to 11110001. In the first example, it requires eight states of changes and second example only requires two states changes in corresponding transistors. The number of change differences highly effects power consumption levels in the cryptographic device. The main idea behind DPA is that finding correlations between the different runs for guessing key by making observations of power trace over a number of runs of the cryptographic algorithm.
After that, if the key guess is correct then one will obtain a high correlation, if it is not then they will not be correlated.

In 1999, (Kocher et al., 1999) were introduced the SPA and DPA attacks. Kocher conducted practical analysis attack by implementing DES in hardware. First implementation of power analysis attack on elliptic curves is done by (Jean-S et al., 1999) and introduced SPA-resistant method for point multiplication. The experimental results of power analysis attacks on smart cards explored (Akkar et al., 2000, Messerges et al., 2002).

2.2 Timing analysis attacks

Running time of cryptographic algorithms may give information about key and secret parameter to attacker. Timing attacks is a side-channel attacks that an attacker observing the time taken by cryptographic algorithms in order to break cryptosystem. Difference between timing attacks and power analysis attacks is that, timing attacks can also be applied to network based cryptosystems therefore it is not restricted to cryptographic tokens. The basic assumptions of timing analysis are represented by (Feng, 2005):

- The run time of a cryptographic operation depends to some extent on the key. With present hardware this is likely to be the case, but note that there are various efficient hardware based proposals to make the timing attack less feasible through ‘noise injection’.
- A sufficiently large number of encryptions can be carried out, during which the key does not change. A challenge response protocol is ideal for timing attacks.
- Time can be measured with known error. The smaller the error, the fewer time measurements are required.

This idea was first introduced by (Kocher, 1996), and then implemented against an RSA implementation using the Montgomery algorithm (Akkar et al., 2000). In the timing attacks, an attacker measures running time of each corresponding messages which is processed by device.

In (Koeune, 2002) some reports about timing attacks is proposed: In (Brumley and Boneh, 2003) (Schindler et al., 2001) the improved version of timing attack represented that is basically makes possible to recover a 512-bit key using between 5.000 and 10.000 timing measurements. Also, Schindler represent that it is possible to break a 1024 key approximately 370 time measurements in the implementation of CRT (Schindler, 2000).

Also, block ciphers suffers from timing attacks. Timing attack to RC5 is reported by (Gutmann, 1996) and also in (Schindler et al., 2001) about 4.000 time measurement it is possible recover AES key.

2.3 Electromagnetic analysis attacks

Moving electric charges produces electromagnetic field. The currents going through a processor can characterize it according to its spectral signature. Electromagnetic attacks are first introduced by (Quisquater and Samyde, 2001), and further developed in (Gandolfi et al., 2001). In this study, the attack is conducted by exploiting the side channel by placing coils in the neighborhood of the chip and analyzing the measured electromagnetic field (Koeune, 2002).

As in the analysis of power attacks, electro-magnetic analysis can be made in two ways; simple electro-magnetic analysis and differential electro-magnetic analysis, SEMA and DEMA namely. When cryptographic device is processing computations it leaks EM emanations each represents different information about operations. EM emanations can be categorized in two levels: direct emanations and unintentional emanations. Direct emanations arise from the flow of the current. On the other hand unintentional emanations arise from components which are close to each other. In 1950, it was shown that it is possible to measure electromagnetic radiation from a smart card by (Quisquater and Samyde, 2001) and (Gandolfi et al., 2001). Furthermore, the work of (Agrawal et al., 2003) showed that EM attacks can be used to attack where the power analysis of the cryptographic device is not available and also EM can even be used to break power analysis countermeasures.

To conclude, an attacker can get plenty of side channel information with exploring EM emanations. Also, it is easy to make table of instructions with using power/EM traces and correlation techniques which makes breaking the key easier.
2.4 Fault attacks

Most of time, it is assumed that cryptographic devices operate in a reliable way. Since cryptographic devices include electronic components, corresponding hardware faults can effect operations which means security of these devices somewhat depend on the reliability of implementation of the algorithm. In cryptographic manner, faulty computations can take an advantage to discover a secret key. A fault attack plays an important role on behalf of cryptanalysis. The idea behind fault attacks as means of cryptanalysis is that tampering cryptographic device in order to execute erroneous operations and hoping that this erroneous behavior does not leak information about secret parameters.

On secret key cryptosystems, differential fault attacks are introduced by (Biham and Shamir, 1997). By analyzing between 50 and 200 cipher texts, they recovered full DES key after performing differential fault attack on DES. In (Boneh et al., 1997), the authors showed how to factor RSA modulus by using one faulty and one correct signature. Also in (Koeune, 2002), papers about fault attacks referred to readers (Anderson, 2001, Anderson and Kuhn, 1996, Anderson and Kuhn, 1998, Gutmann, 1996, Gutmann, 2001, Maher, 1997).

3. Countermeasures

Both in hardware and software, there are many strategies exist to prevent side-channel attacks. Possible solutions and their efficiency are described in this section. Generally, software based countermeasures include inserting dummy instructions, balancing Hamming Weight of internal data, bit splitting. On the hardware level countermeasures include randomization of instruction set execution, clock randomization, power consumption randomization. A large variety of solutions exist in order to prevent side-channel attacks and no single one is enough for the perfect security.

In the work of (Borst, 2001) and (Mangard, 2004), there exists a nice survey for countermeasures. Time randomization is proposed in Chari et al., 1999, Vincent Rijmen, 1999, Ha and Moon, 2003, Izu and Takagi, 2002a, Liardet and Smart, 2001, Oswald and Aigner, 2001, Benini et al., 2003), permuting the execution is in Goubin and Patarin, 1999) and masking technique is in (Jean-S et al., 2000, Golic, Golic and Tymen, 2003, Goubin, 2001, Messerges, 2001, Trichina et al., 2003, Akkar and Giraud, 2011)(Izu and Takagi, 2002b) which are the main software countermeasures against power attacks. Works against power analysis attacks proposed by power signal filtering in (Jean-S et al., 2000, Shamir, 2000) and in (Jacques J.A. Fournier, 2003, Moore et al., 2003), asynchronous circuits used.

At the different abstraction level, a few suggestions in order to prevent side-channel attacks proposed in (Verbauwhede, 2010):

- In order to improve the resistance of a physical devices, shields, conforming glues cited from (Anderson and Kuhn, 1996) ENREF_31, physically unclonable functions cited from (Tuyls et al., 2006), detectors, detachable power supplies cited from (Shamir, 2000) can be used.
- On the technological level, dynamic and differential logic styles (as an alternative to CMOS) have been proposed in various shapes (e.g., (Tiri, 2002)) to decrease the data dependencies of the power consumption.
- On the algorithmic level, time randomization is cited from (May et al., 2001), encryption of the buses cited from (Brier et al., 2001), hiding (i.e., making the leakage constant), or masking (i.e., making the leakage dependent of some random value, e.g. in (Goubin and Patarin, 1999)) are the usual countermeasures.
- At all the previous levels, noise addition is the generic solution to decrease the amount of information in the side-channel leakages.
- Countermeasures also exist at the protocol level, e.g., based on key updates.

Also, according to (Feng, 2005) general strategies of countermeasures both hardware and software is proposed and cited from (Goubin and Patarin, 1999):

- De-correlate the output traces on individual runs (e.g., by introducing random timing shifts and wait states, inserting dummy instructions, randomization of the execution of operations etc.);
- Replace critical assembler instructions with ones whose “consumption signature” is hard to analyze, or re-engineer the critical circuitry which performs arithmetic operations or memory transfers;
Make algorithmic changes to the cryptographic primitives so that attacks are provably inefficient on the obtained implementation, e.g., masking and key with random mask generated at each run.

Countermeasures against side-channel attacks are summarized by (Feng, 2005): “Software-based countermeasures include introducing dummy instructions, randomization of the instruction execution sequence, balancing Hamming weights of the internal data, and bit splitting. On the hardware level, the countermeasures usually include clock randomization, power consumption randomization or compensation, randomization of instruction set execution and/or register usage.” (p. 23)

4. Conclusion

To sum up foregoing, this paper reviews the general aspect of side-channel attacks and weaknesses of the systems. In the countermeasures section general solutions are proposed by various sources to indicate making side-channel attacks harder and limit the possible threats. Due to the fact that side-channel attacks based on natural properties of physical phenomenon’s and leakages, there exist some way to get side-information like timing attacks; power analysis, em analysis and inserting fault attacks. Power consumption and em radiation of systems directly related with the usage of data. By applying statistical tools to these leakage models, it is possible to reveal the key of systems. To conclude, this paper presents a general perspective for causes of side-channel attacks and side-channel attacks and summarizes the literature on side channel attacks.
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Abstract: With the prevalence of cloud computing and the "as a Service" delivery paradigm, the need has arisen for the ability to conduct an effective digital forensic investigation on these systems. Linked to this is the concept of forensic readiness, which when implemented correctly, makes it possible to conduct a credible forensic investigation on such large scale systems. This paper proposes five models that will enable forensic monitoring, that with their application will facilitate forensic readiness. These models are designed in a manner that data from guest virtual machines can be captured and stored should the need for forensic investigations arise. The cloud hypervisor plays a pivotal role hosting of the guest virtual machines and thus its native abilities are expanded on to make it possible to capture, catalogue and store information of the guest virtual machines. With the research already done in the field of forensic readiness of cloud computing systems, these models can serve as a possible implementation solution for further research into the field. Five models were chosen as it is the number of places where a forensic monitor can be implemented by a cloud service provider on standard cloud architecture. The proposed models can be implemented on the guest virtual machine operating system, the cloud hypervisor, the communication layer between the cloud operating system and hypervisor, and as a single or multi-tenant forensic virtual machine. Because of the cost associated with implementing new hardware, the proposed models are all software based and can be implemented with existing cloud infrastructures without the need to change hardware configurations. For the purposes of this paper a forensic investigation is of a corporate nature where fraud or disaster recovery is the primary motivation. With the case of government security agency involvement a different motivation would apply which is not relevant to this paper.
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1. Introduction

Since the early 80s, computer forensic science has grown from analysis of low capacity hard drives, to today, where massive cloud clusters run into peta-bytes of information. With this, the need has grown to be able to perform computer forensics accurately, affordably and in a timely manner. To achieve this, forensic readiness has been brought to the forefront. Forensic readiness can be defined as when an organisation has implemented certain procedures that would facilitate the digital forensic process. It can also assist in the prediction of unauthorized action that can be disruptive to normal operations (Pangalos et al. 2010). Forensic investigations are likely to be time consuming and expensive, thus companies use them only when all other options of solving a problem has been exhausted. Since with adequate planning and strategy, the implementation of forensic readiness is achievable, the problems of high cost and time can be mitigated, as stated by (Pangalos et al. 2010), (Kruse & Heiser 2002) and (Ruan et al. 2011).

The added complexity of multi-tenant cloud computing systems exasperates the problems that are already faced by forensic investigators and cloud service providers. It would not be feasible to shut down an entire cloud cluster to perform a forensic investigation, assuming the investigation takes place in a normal corporate environment. The impact in terms of financial loss and service down time could be disastrous to the service provider. Also with the different service models available from cloud providers, there needs to be agility in the methods of forensic techniques. In light of these factors, strategies to simplify and speed-up the forensic process need to be considered (Kruse & Heiser 2002).

In this paper, five models are proposed with the purpose of monitoring information of a virtual machine (VM) deployed in a cloud hosting environment. These models offer a possible solution to the problems mentioned above. Five models were chosen as each model can be implemented as a software solution on the standard cloud architecture. All the models were designed in a way that they can be created by a single entity among the role players, be it the cloud service provider, the hypervisor creator or the operating system (OS) creator. All the models contain a forensic monitor that facilitates forensic capturing of data in a virtual machine. The models are developed with incident handling in mind and criminal investigations will remain outside the scope of this research. A sixth model is also possible where the forensic model is hardware based. This model falls outside the scope of this paper.
This paper is structured as follows: section 2 contains background information on the various components used in the models, section 3 contains the proposed forensic models and their descriptions, section 4 contains a discussion of the models, section 5 contains a summary table and section 6 contains possible future work to be done to realize the proposed models. This paper is an initial research piece, aimed at getting a theoretical base to later implement and evaluate the described models. As such no recommendation can as yet be made as to which model is best.

2. Background

This section gives the background information regarding the concepts underpinning the forensic models. The core concepts are that of cloud computing, cloud data delivery paradigms and digital forensics.

2.1 Cloud computing

Cloud computing is a model that can be defined as a method to gain on-demand access to a shared pool of resources with minimal effort from the user and minimal management input from the service provider (Mell & Grance 2011) (Ras & Olivier 2012). The core technologies required for cloud computing to be realised is clustering and virtualization of IT infrastructure (Hess & Newman 2009). The control mechanism to handle the resource allocation of the virtualized cluster is the hypervisor (Van Staden & Venter 2011).

Clustering allows multiple computers to form the resource pool needed to enable cloud computing (Manoel et al. 2002) (Ras & Olivier 2012) (Moreno-Vozmediano et al. 2009). This is done be interconnecting a large number of nodes to perform this function (Manoel et al. 2002). These resources are then abstracted for use by virtualization (Lillard 2010). The virtualized resources can then be provisioned for use in the form of VMs (Lagar-Cavilla et al. 2011) (Ruan et al. 2011). The hypervisor controls the provisioning and resource allocation process (Szefer & Lee 2012). The VMs deployed via the hypervisor, are the guest VMs (Szefer & Lee 2012) (Ruan et al. 2011).

2.2 Cloud data delivery paradigms

In cloud computing there are several data delivery paradigms which are fundamental to the delivery of services. These paradigms are Software-, Platform- and Infrastructure as a Service (Mell & Grance 2011) (Voorsluys et al. 2011). Of the service delivery paradigms, Infrastructure as a Service is the most basic and offers virtualised resources that can be configured in the same manner as a physical server (Nurmi et al. 2009) (Sotomayor et al. 2009). Platform as a Service provides the user with a computing platform and solution stack which said user can control and configure (Chang et al. 2010) (Mell & Grance 2011). Finally, Software as a Service provides a software solution to a user which is accessed via some client application, like a web browser (Nurmi et al. 2009) (Hayes 2008).

2.3 Digital forensics

Digital forensics is a recognized scientific and forensic process used in digital forensic investigations (Ballou et al. 2001). For the purposes in this paper and since a formal definition has not yet been agreed upon in the literature, the terms digital forensics and computer forensics can be used interchangeably (Andrew 2007). This paper will focus on the concept of forensic readiness of systems hosted in a cloud environment.

2.3.1 Forensic readiness

As cloud computing is a business model similar to normal hosting, where individual pieces of computer hardware are rented to customers, it is possible to collect evidence in the form of log files, network traffic and system transactions for the use in forensic investigations. Forensic readiness make it possible for organisations to respond should the need arise to perform a forensic investigation (Pangalos et al. 2010) (Rowlingson 2004). Readiness can be used as a method to pre-empt the process of forensic data collection as cost and time saving strategy.

2.3.2 Forensic monitoring

Forensic monitoring can be used alleviate the problem that forensic investigators must sift through large amounts data (Van Staden & Venter 2011). Forensic monitoring tools would capture and store pre-defined
data such as logs and transactions for use in investigations. This pre-processed data would cut down on the
time investigators would have to spend during the acquisition phase of an investigation.

2.3.3 Data segregation

Data segregation refers to the separation and isolation of data from different users. It is imperative that the
origin of the data be clear. With this, data from each origin source should be kept separate and not mixed as
this could lead to cross-contamination between sources. Should cross-contamination occur it could render the
value of the forensic data useless (Cohen 2009) (Ruan et al. 2011).

3. Forensic models

In this section the various models for forensic monitoring are described. It will be shown that the models can
enable the forensic monitoring of guest VMs. The forensic monitoring of the guest VMs will thus also
contribute to the forensic readiness of the cloud system. Each of the models have the same underpinnings in
terms of cloud hosting architecture. With this architecture, the discrete hardware nodes are clustered. The
cloud operating system runs atop the cluster and provides the hosting platform for the hypervisor. The
hypervisor can then host guest VMs enabling the operation of the cloud. This architecture will form the basis
of all the proposed models in the following sections. The proposed models will be discussed by the method of
implementation, implementation complexity, method of data segregation, resistance to tampering and the
relevant service delivery paradigm.

3.1 Operating system embedded forensic monitor

Figure 1 shows the operating system embedded forensic monitor. The forensic monitor forms part of the
deployed guest OS. For this method to be feasible, the guest OS must be supplied by the cloud provider. The
reason for this is that the user must not be able to access the forensic monitor lest it be tampered with or
disabled.

![Figure 1: OS embedded forensic monitor](image)

As the forensic monitor is integrated with the guest OS, it gains access to the functions provided by the guest
OS. It would thus be possible to capture the relevant forensic data via the guest OS and store it for later use. In
terms of data segregation, this model is well suited as the forensic monitor is deployed within each deployed
guest OS. Should the forensic data be required, it can be uniquely identified by its originating OS. This model is
most suited to the software as a service data delivery paradigm, as the user only consumes the software that is
delivered while having no access to the underlying OS. This will hold true only if the OS is secured. The OS
might still be vulnerable to attack via exploits such as worms, viruses, etc.
3.2 Hypervisor embedded forensic monitor

Figure 2 depicts the hypervisor embedded model. With this model, the forensic monitor forms part of the hypervisor. As the guest OSs must communicate via the hypervisor to the physical hardware, all traffic can be intercepted. The hypervisor could be engineered in such a manner that the data relevant to forensics is captured and stored. As the monitor is tightly coupled to the hypervisor, the monitor must be written as an integral part of the hypervisor.

![Figure 2: Hypervisor embedded forensic monitor](image)

Data segregation should be taken note of in the design of the forensic monitor. Since the hypervisor is a multi-tenant system, the data from the various guest OSs running on said hypervisor, must be clearly segregated. Since the forensic monitor is integrated into the hypervisor, the user is not limited by which guest OS to use. Unlike the OS embedded monitor model, this model is agnostic to the deployed guest VM making it feasible for the platform as a service data delivery paradigm.

3.3 Communication layer forensic monitor

Figure 3 depicts the communication layer model for forensic monitoring. In this model the forensic monitor is layered between the cloud OS and the hypervisor. With the hypervisor embedded model, the data had to pass from the guest OS to the hardware via the hypervisor and the cloud OS. This model places the forensic monitor as part of the cloud OS, thus forming the communication layer between the cloud OS and the hypervisor. Since all data must pass through the cloud OS to the underlying hardware, the data can be forensically monitored.

With this model, the forensic monitor should form part of the cloud OS to enable the capture of communication between the cloud OS and the hypervisor. This would require that the cloud OS either be designed with the forensic model as part of the system, or that the forensic monitor run as a separate application on the cloud OS.

Data segregation might become a problem with this model. The data should be clearly differentiated by its originating guest OS so that it can be catalogued correctly. Should the data be mixed, it could call into question its forensic usefulness.

In the case that the forensic monitor is tightly coupled with the cloud OS, this model would be suited to the infrastructure as a service data delivery paradigm. This is because the forensic monitor forms part of the cloud OS and cannot be removed. However, in the case of the forensic monitor being a separate application running on the cloud OS, the platform as a service data delivery paradigm would be used. This is due to the fact that as a separate application, the forensic monitor can much more easily be tampered with or disabled.
3.4 Single tenant forensic virtual machine

Figure 4 depicts the single tenant mode. This model has the monitoring done by a forensic VM running on the hypervisor. The forensic VM serves as the host to the guest VM and the forensic monitor. This creates a nested set of VMs running on the hypervisor. For this model, each guest VM is hosted by a separate forensic VM.

As the guest OS is contained within the forensic VM, it is completely isolated from the underlying architecture, making tampering with the forensic monitor very difficult. The forensic monitor gains access to the data of the guest VM, since the data must pass through the forensic VM in order to reach the hardware layers.

In terms of implementation, since the hypervisor is agnostic to the guest OS it hosts, the forensic VM can be run atop the hypervisor. Part of the forensic VM would then contain a hypervisor to enable the hosting of the guest VM. The forensic VM OS must be written in a way that it can fulfil its function of capturing the forensic
data. A possible problem with this model could be that since the VMs are nested, the computational overhead required to run the forensic VM, might cause degradation in performance.

As the forensic VM contains an OS running the forensic monitor, it would allow all the functions associated with such an OS. Thus, captured data can be catalogued and stored for easy access should the need for forensics arise. With this, data can be transported to another system for safe keeping. As each guest VM runs in a separate forensic VM, data segregation is not an issue. All data is automatically kept separate between the forensic VMs, since each forensic VM runs only a single instance guest VM.

As any OS can be deployed in the forensic VM, the user is not constrained in choosing a desired guest OS. Thus, this model would be well suited to the platform as a service data delivery paradigm, as the user can freely select the appropriate guest OS.

3.5 Multi-tenant forensic virtual machine

Figure 5 depicts the multi-tenant model. As with the single tenant model, the multi-tenant VM model has a nested set of VMs running on the hypervisor. In this case however, the forensic VM hosts multiple guest VMs.

![Diagram of multi-tenant forensic virtual machine](image)

**Figure 5:** Multi-tenant forensic virtual machine

These hosted guest VMs are isolated form the underlying architecture by the forensic VM. The forensic VM captures the relevant forensic data from the hosted guest VMs and stores it for later use. What is unique about this model is that the guest VMs can directly interact with one another creating a virtual ecosystem. This entire ecosystem can then in turn be monitored by the forensic VM as it would facilitate the communications between the guest VMs.

Data segregation with this model can be an issue, since the forensic VM is a multi-tenant system, the data must pass through the forensic VM to the underlying architecture. Thus, some method must be considered to differentiate between the data from the different guest VMs.

The user can decide on the OS which is to be deployed in the forensic VM as the forensic VM is agnostic to what it hosts. Thus the multi-tenant model is well suited to the platform as a service data delivery paradigm.
4. Discussion

In section 3 the various models were discussed in terms of their construction, implementation complexity, level of data segregation, tamper resistance and service delivery paradigm. This section will compare the models using the above mentioned criteria.

4.1 Implementation

Each of the models differ slightly in terms of implementation, which is to be expected, as this is the primary differentiating factor. The OS Embedded model has the forensic monitor as part of the guest OS and runs as an application on the guest OS.

The Hypervisor Embedded model has the monitor programmed into the hypervisor. It forms part of the construction of the hypervisor and its operation.

The Communication Layer model can be implemented as either part of the cloud OS as an application or service, or it can be embedded into the hardware of the cloud system.

The Single- and Multi-tenant VM models have similar implementations in that both run as virtual machines on the hypervisor. A requirement would be that the forensic virtual machines must support virtualization in order to host a guest OS. A difference would be that the Single tenant model would host only a single guest virtual machine and the Multi-tenant model would host more than one guest OS.

4.2 Implementation complexity

One of the goals of the forensic monitoring models is to be implemented as quickly as possible. It must also be considered that the models will in all likelihood have to be applied to existing systems. Thus, implementation complexity takes into account the speed at which a model can be deployed and the effort required in the deployment. From the complexity point of view, it would be more complex to implement a hardware component than it would be to install a software application.

The OS Embedded model would have some complexity in its implementation. As the monitor must form part of the OS it must be added in such a way that it cannot easily be disabled or tampered with. This will require some OS knowledge and design skills.

The Hypervisor Embedded model would be quite complex to implement as it should form an integral part of the hypervisor. A hypervisor developer would be best suited to add the forensic monitor to their product as it can be designed from the ground up to be integrated into the hypervisor software.

The Communication layer model would also be quite complex to implement. For the case where the monitor forms part of the cloud OS, the cloud OS should be designed from the ground up to have the forensic monitor included. For the hardware case, the monitor would have to form part of the communication protocol. In both cases the best solution to the implementation problem would be for the developers of the cloud OS and the hardware to embed the forensic monitor into their respective systems.

For both the Single- and Multi-tenant virtual machine models the implementation would be quite simple. In both cases the forensic VM can merely be run on the hypervisor and the guest VM deployed within it.

4.3 Data segregation

The data captured from the guest VMs in multi-tenant systems must be kept separated as to avoid cross contamination.

The OS Embedded model would offer a high level of data segregation. As each guest OS would contain a forensic monitor, the monitor can add information that uniquely identifies the information of its assigned guest OS.

Depending on the implementation of the Hypervisor Embedded model, data segregation can be low to high. Should the hypervisor only act as a communication conduit with no intelligence as to the data origin or
destination, the data would be mixed. On the other hand, should the hypervisor contain some intelligence as to the origin and destination of the data, it could easily segregate the data of the different guest VMs.

Cognisance as to data segregation would have to be taken with the Communication layer model. If the monitor is embedded in the cloud OS, the cloud OS should have some way of differentiating the data from the hypervisor. In the case of hardware implementation, the data segregation would be low unless the communications protocol can support the necessary data segregation. Both cases would be implementation dependent.

The Single tenant VM model would offer excellent data segregation. Since each forensic VM contains a single guest VM, all data that flows to and from said guest VM can be monitored and has no chance of being mixed with data from other VMs.

With the Multi-tenant VM model, the data segregation might be an issue. As a forensic VM can contain multiple guest OSs, the data from each OS must be kept track of and then segregated to be forensically useful.

4.4 Tamper resistance

The forensic monitor should serve as both a control mechanism for the cloud service provider and a useful utility that can give the user piece of mind regarding their data. However, systems might be used for malicious purposes, necessitating that the forensic monitor be secure from tampering.

Of all the models the OS Embedded model offers the least amount of tamper resistance. Since the user has access to the OS, it can be changed and exploits can be found to disable, or somehow compromise the forensic monitor.

The Hypervisor embedded, Single- and Multi- tenant VM models all exhibit a high resistance to tampering. In all cases the user does not have access to the underlying architecture and can thus not change it.

Tamper resistance with regards to the Communication Layer model would be highly dependent on the implementation of the model. Should the model run as a separate application it might be possible to access and compromise said application. This can be done by either disabling communication to the forensic application or by feeding the application false information. An embedded approach would have a high tamper resistance. This is because, if the system is designed correctly, there would be fail safe measures, like complete disabling of communications should the monitor fail or be disable. Either way the problem would be detected by standard cloud monitoring tools and alert an administrator.

4.5 Service delivery paradigm

As the models differ in construction, their cloud service delivery paradigms also differ. The OS Embedded model is best suited to the software as a service paradigm. Since the OS is supplied by the cloud service provider, the user only has access to the top layer of the service delivery architecture. Thus, the software as a service paradigm is best suited for this model.

The Hypervisor Embedded model allows the user to deploy their own OS onto the hypervisor. As the user is free to choose their desired OS, the service paradigm would be that of platform as a service.

The Communication layer forensic model allows forensic monitoring to take place via the system communication channels. Depending where the monitor is implemented, the service delivery paradigm can be different. In the case where the monitor is between the cloud OS and the hypervisor, the paradigm would be platform as a service. This is because the user can select the desired guest OS. However, there are multiple communication layers in the architectural stack. Should that model be implemented on a hardware level, the infrastructure as a service paradigm can be followed.

As the Single- and Multi-tenant VM models are very similar, their service delivery paradigm is also similar. In both cases the user can select the desired OS to deploy. Although, to the user it seems that the guest VM is deployed to the hypervisor, it is contained in the forensic VM. However, this does not change the service delivery paradigm. The platform as a service paradigm would thus be best suited for these models.
5. Summary

Table 1 summarizes the different models and compares them.

Table 1: Summary

<table>
<thead>
<tr>
<th></th>
<th>Operating System Embedded</th>
<th>Hypervisor Embedded</th>
<th>Communication layer</th>
<th>Single tenant VM</th>
<th>Multi-tenant VM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Implementation</td>
<td>Built into OS</td>
<td>Built into OS</td>
<td>Built into cloud OS / Application on cloud OS</td>
<td>Runs on Hypervisor</td>
<td>Runs on Hypervisor</td>
</tr>
<tr>
<td>Implementation Complexity</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Data segregation</td>
<td>Per OS instance (High)</td>
<td>Managed by Hypervisor, dependent on implementation (best case: High)</td>
<td>Dependent on implementation. Part of cloud OS (Low - Medium). Part of hardware (Low)</td>
<td>Per OS instance (High)</td>
<td>Per Forensic OS instance (Medium)</td>
</tr>
<tr>
<td>Tamper resistance</td>
<td>Dependent on OS</td>
<td>High</td>
<td>Dependent on implementation. Embedded, High. Separate application, Low</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>As a Service model</td>
<td>SaaS</td>
<td>PaaS</td>
<td>IaaS/PaaS, depending on implementation</td>
<td>PaaS</td>
<td>PaaS</td>
</tr>
</tbody>
</table>

6. Future work

This paper only addressed the models in which a forensic monitor could be deployed in a cloud environment. Because of this limited scope, there are many points still to be addressed. These include the techniques that must be employed to capture relevant data via the monitor, how the captured data will be stored and how the data will be catalogued.

As the proposed models form part of a hosting solution, the business aspect cannot be ignored. Service level agreements would have to reflect what data is captured and for what purpose. Ownership of the data would have to be clearly defined. Linked closely to this, is the method which the captured data is stored and how the owner can be assured of both data integrity and privacy.

7. Conclusion

As vast cloud computing systems become more prevalent, the need to implement such models will become critical. It must be stressed that cloud service providers cannot run a viable business if the hosting systems have to be shut down for each investigation. The proposed models would negate this need as the information is already captured, catalogued and stored. The forensic readiness of cloud systems might then become another service in the offering of cloud service providers.
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Abstract: The systems which run government and business are consistently under pressure from a multitude of adversaries with global origins, disparate capabilities, and a myriad of intentions and motivations. Adversaries differ tremendously in the resources they are willing to devote, their intentions for targeted systems, and their capability to affect these systems. Distinguishing between them is the key to effectively focusing limited security resources in protecting the enterprise. Distinguishing the activity of cyber espionage actors from other threats such as crime actors and hacktivists is complicated by the proliferation of tools as well as tactics, techniques, and procedures, the inherent difficulty of attribution, and the involvement of third parties in adversary operations, but discerning the adversary's motivation is a first step in drilling down to the fundamental questions of persistence, sophistication, and scope of threat. Despite the popular term "advanced persistent threat", much of cyber espionage activity is neither advanced nor persistent, and may challenge assumptions upon analysis. Many actors regularly leverage widely available tools and exploits to target low-hanging fruit. Furthermore, through the effects could be similar, in many cases strategically targeted operations are distinguishable from their tactical counterparts by their lack of focus and persistence against an organization. This paper discusses practical techniques for determining the motivation of the adversary based on historical cyber espionage activity.
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1. Introduction

Cyber espionage operators, characterized by their efforts to remain covert, can be distinguished from other threats by their unique characteristics and dissimilar behavior from hacktivists and cyber criminals. Recognizing these actors, who are often mischaracterized, is the key to making decisions with limited defensive resources and focusing on the offensive intent for targeted systems.

Any assessment of cyber espionage should first attempt to attribute actions to historic precedent, wherein actors have previously demonstrated their intent for systems, and possibly exposed their motivation. However, this scenario is ideal and defenders may not have access to such historic information. This paper attempts to outline characteristics which may aid in drawing conclusions without such long-term attribution.

2. Characterizing actors

2.1 Motivation

Cyber threats principally emanate from three types of actors, characterized by their ultimate motivation for carrying out malicious activity:

- Cybercriminals
- Hacktivists
- Cyber Espionage Actors

Cybercriminals – Are principally engaged in or carrying out functions that enable fraud. These actors are motivated by financial remuneration, in return for their part in the increasingly complex and specialized cybercrime marketplace. Typical cybercrime activity ranges from the development and deployment of tools for the widespread collection of credentials to the targeted intrusion of systems for similar data.

Hacktivists – These actors are principally ideologically motivated and carry out activity which is ultimately public in order to influence perceptions. In addition to ideological motivations, these actors may be motivated by ego, seeking to gain public recognition for themselves or their online personas.

Cyber Espionage Actors – Cyber espionage is the collection of information for the ultimate purpose of gaining information advantage, whether strategic or tactical, over the targeted entity. The activity, which is almost always surreptitious, may enable tactical insight through the collection of information such as negotiation positions or strategic advantage through the large scale collection of intellectual property. This activity is often popularly referred to as “APT”.
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Characterizing actors by motivation is an imperfect taxonomy, especially with regards to the ultimate sponsors of activity such as nation-states or non-state groups such as terrorists or corporations. However, this taxonomy recognizes the inherent complications of attribution, a hallmark of cyber threats.

2.2 Intent

In support of an ultimate motivation, which prompts action, actions can be characterized by their intent. Intent is a means to categorize actions by their relationship to motivation without overemphasizing the ephemeral tactics, techniques, and procedures which manifest them.

Cybercriminal Intent
- Compromise
- Exfiltrate
- Maintain Access
- Enable Fraud
- Disrupt

Hacktivist Intent
- Compromise
- Exfiltrate
- Destroy
- Disrupt
- Dump
- Deface
- Embarrass

Espionage Intent
- Compromise
- Exfiltrate
- Maintain Access
- Enable Information Advantage

3. The value of distinguishing actors

Enterprise security should consider the distinction between cyberthreats with the same objectivity that they consider the differences between their own organization and any other. Inherent disparities between an NGO and a multinational corporation, for example, may create distinctive threat profiles for each. With respect to the difference between actors, an organization might consider two factors:

3.1 Likelihood of being targeted by an actor with a given motivation

Actors pursue targets on the basis of their ability to contribute to their ultimate goal – influence, monetary gain, or information advantage. Several organizations offer a limited means to these ends. For instance, cyber espionage operators may be strongly incentivized to target dissident organizations, but that same organization may be a poor target for hacktivist operators asserting similar ideologies. Conversely, an oil and gas firm may find itself targeted by actors from both of these motivations; the former seeking intelligence on oil production while the latter carries out a disruption campaign for the ostensible purpose of environmental protection.

In addition to the value this factor has in preparing for threat scenarios, it can be considered to determine actor's probable long-interest following a compromise. Indiscriminate methods, such as watering hole compromises or spam may present malicious actors with the choice of whom to carry-out more resource intensive follow-on operations. Additionally, they may discover the target is at odds with their ideological
foundation and decline to carry out further malicious activity. This was the case in 2011 when LulzSec revealed a vulnerability to the United Kingdom’s National Health Service, rather than exploit it (BBC 2011).

3.2 Intentional effects on an organization

Organizations have disparate tolerances for brand damage and monetary loss, as well as threats to secrecy, legitimacy, customer confidence and the loss of competitive advantage. A government contractor involved in research and development may find disruptive threats to their public-facing website from hacktivists inconsequential, but loss of their intellectual property existential. Alternatively, a retail organization may suffer a loss of customer confidence from any public event, whether its hacktivist or criminal in nature.

In some cases, the effects of cyberthreats can be measured relative to antipode investments. For instance, the antipode to a loss of intellectual property is the outcome of research and development. Marketing investment is the antipode of brand damage that might result from an incident.

4. Actions on objective

Obviously, intent is most clearly indicated by the actions adversaries take or have taken previously, if attribution is possible. However, a long term objective may be obscured by intermediate steps. For instance, the actions of an adversary seeking to maintain long-term access to systems for the ultimate goal of gathering intelligence may look entirely similar to the actions of an actor who intends to publicly expose compromised information. Both actors will seek to gain access and maintain or expand it until they compromise the information they seek.

Furthermore, it may be impossible to gain insight into final steps taken by the actor. Cybercriminal and hacktivist actors may expose their intent when compromised data is used or dumped, but the nature of espionage is far more surreptitious, and the beneficiaries of it are more likely to conceal sources and methods.

Prior to final steps, it may be difficult to distinguish the actor’s ultimate intent, however, other factors, such as persistence on the objective over time and the type of information collected, may be indicative.

4.1 Persistence over time

Cyber espionage actors typically maintain access in perpetuity in order to continue to collect intelligence on the objective. As long as the target offers the actor the possibility of new information they will remain incentivized to maintain access. This is especially the case with strategic objectives, such as decision makers or intellectual property creators, which offer long-term benefits to the collector. Cyber espionage intrusions have lasted as long as five years.

By contrast, the public nature of hacktivist actions is a competing priority for long-term persistence. A public dump or leak will usually expose the source, ending the hacktivists access. However, it should be noted that actors seeking to expose data may lack the means to do so causing actors to maintain access for the long term.

Commodity cyber-crime activity has a marketplace incentive to turn-over control of compromised systems following successful compromise. In the highly-specialized underground, actors are willing to pay for systems which have already been subject to credential compromise for alternative purposes, such as spam or DDoS capability. Though general threats may persist under these conditions, the original actor may have relinquished control and the malware used by the author replaced or supplemented with other tools.

4.2 Type of information collected

The nature of information targeted by an intrusion is indicative of the actor’s goal. Espionage operators typically seek access to documents, email, contacts, and communications systems which may offer similar opportunities and several implants employed by these actors are purpose-built to compromise this information. By contrast, cybercriminals, especially those employing commodity malware, will use a variety of tools purpose-built to collect monetizable information such as credentials, financial and personally identifiable information.
Information collected by hacktivists may resemble either cybercriminal or cyber espionage activity. Given that hacktivists compromise information for public release, rather than the intrinsic utility of the data they select information that will influence an audience. Previously this has included both financial information, credentials, and sensitive internal information such as intellectual property. AntiSec actors released credit card information, passwords, and internal correspondence as part of their raids against Stratfor (Norton 2011).

5. Targeting

Cyber espionage activity is by nature targeted, though it is not alone in this regard. Cybercrime and hacktivist activity may be targeted as well. Though cybercriminals employ commodity malware in large-scale indiscriminate activity, alternative approaches are often necessary for attempts to collect specific, discreet datasets, such as bulk financial information compromised from a retailer. Hacktivists have carried out several targeted actions, including intrusions, especially in response to ideological conflicts with targeted organizations.

Determining whether activity is targeted involves assessing information available to the adversary, and the adversary’s probable thought-processes from their choices in conducting the intrusion attempt. The following factors should be considered:

5.1 Function or role of targeted personnel

The target of an incident represents specific value to the cyber espionage adversary and is selected by its perceived access to sensitive information or connection to other personnel or systems with such access. Personnel whom the adversary perceives represent these opportunities are simply more likely to be targeted than others. Someone involved in sensitive work or involved in high-stake decision making, for instance, represents a greater opportunity than others and their targeting may be indicative of a specific interest. However, the operator may have limited information available to them and must work within these confines. Therefore, the value of targeted personnel should be considered within the confines of information available to the adversary.

5.2 Source and exclusivity of target information

If targeted entities have limited the exposure of their contact information, any source for that information may illuminate the adversary’s motivation. For instance, if the contact information is limited to a single source, such as the attendee list of an aerospace conference, this may expose an adversary interest in aerospace. A greater cohort of targets taken from such a source further emphasizes adversary use of the information, underscoring possible adversary interest.

5.3 Social engineering

Attempts to manipulate the target convey the probable scope of an operation as well as the adversary’s intended target population. Social engineering with wide appeal such as emergency notices are common in cybercrime operations targeting large cohorts. By comparison, cyber espionage operations typically employ messages selected for a specific audience. A long-term espionage campaign against the US Government spoofed internal communications from the highest authorities to entice victims to open malicious documents containing the Zeus Trojan (Krebs 2010).

5.4 Watering hole intrusions

Strategic web compromises, also known as watering hole intrusions, are carried out when cyber espionage actors leverage a specially selected and compromised website to deliver exploits to the websites regular users. Sites chosen for this method expose motivation. For instance, several sites popular with dissidents such as the website of Amnesty International have been compromised in a watering hole campaigns almost certainly intended to monitor dissident activity (Bennett et al 2013).

6. Malware capability

Malware employed by the adversary is often used as a sole means of determining attribution to cyber espionage actors. In fact, the names of many commercially available malware signatures contain the designation “APT”, intimating a relationship between the code for which the signatures are based and the
motivation behind the code’s user. While malware is a useful tool in determining attribution, several additional factors should be weighed:

6.1 Historical use of the malware

Previous use of malware is a limited guide in distinguishing the activity of cyber espionage actors. Several cyber espionage actors use proprietary malware and though these actors have access to the cybercrime marketplace, they often eschew commodity malware for custom implants. However, there are several widely used variants employed by espionage actors, such as Poison Ivy RAT, Gh0st RAT, and Xtreme RAT. Any consideration of previous malware use should consider access to that malware.

6.2 Propagation and access to the malware

Poison Ivy RAT is available through a website which includes support for the relatively simple tool. The extremely reduced barrier to entry for the tool, which has been likened to an AK-47, invalidates any assumptions regarding motivation based on its use alone. By contrast, several tools are developed in closed environments and not seen outside of espionage or cybercrime. PlugX, a Chinese tool regularly used in espionage, is not widely available and to date has not been attributed to any criminal activity. Given these factors, the use of PlugX is a strong indicator of cyber espionage, though not a perfect one, due to limits in visibility.

6.3 Malware functionality

If propagation of malware is limited, its functionality may indicate an actor’s intent. Whereas cybercrime malware is often purpose-built to intercept and collect financial data, cyber espionage malware focuses on principal on documents. Nettraveler malware, for instance, exfiltrates Adobe Acrobat and Microsoft Office file types as well as AutoCAD project files. The later file type would have little value to an actor seeking to monetize financial information (Kaspersky 2013).

7. Exploits

Similar to tools, exploit code is only useful in attribution to a given motivation so long as its propagation is limited. Following mainstream discovery of a zero-day exploit, the capability is typically adopted within days by exploit pack developers and open exploit frameworks such as Metasploit, diminishing any distinctive quality to its use. However, prior to the zero-day event, the exploit code can be considered novel and distinctive to a limited set of actors with access to the exploit’s developers. This phenomenon owes to the resources necessary to develop or purchase exploit code and its value as a surreptitious capability. Following exposure, the value to those using the exploit as well as those who sell and develop them is entirely diminished, incentivizing these actors to limit its propagation.

Access to zero-day exploits is often regarded as a measure of sophistication. Because there is an active marketplace, and they can be sold, they are more accurately described as a measure of resources. Their development takes considerable time and capability, which can be roughly valued in monetary terms. Zero-day exploits can be sold for tens of thousands of dollars in the cybercrime underground (Greenberg 2012).

Access to zero-day exploits is not in itself indicative of intent, though their use in non-covert activity would be an injudicious use of this capability. For instance, a data dump carried out by hacktivist actor, would risk exposing an exploit, if it were used in obtaining the data. Several hacktivist actors, such as AntiSec and Syrian Electronic Army have had success without relying on zero-day exploits, preferring instead to rely on known exploits and social engineering techniques.

Furthermore, because of their value, the use of zero-day exploits may be injudicious. The use of a zero-day risks its exposure, incentivizing actors to use alternatives when they are sufficient. Cyber espionage actors regularly employ well-known exploits such as CVE-2012-0158, despite long term awareness of the issue (Bennett et al 2013).

8. Infrastructure

Infrastructure used by cyber espionage operators is characterized by its relatively limited use in comparison to alternatives employed in commodity cyber crime. The latter is often designed with discovery in mind, and
John Hultquist

developed to remain viable in spite of mitigation attempts. To this end, infrastructure is associated with domain generation algorithms, fast flux, and bullet-proof hosting, schemes which prolong the activity in spite of intervention. Infrastructure of this nature is often vast and complex.

Cyber espionage operators regularly label subdomains after targeted organizations in an attempt to conceal traffic from victim systems. This method creates a record of targeting in infrastructure, indicating the expanse of adversary interest. For example, the use of consilium and voanews as subdomains indicate targeting of European Union and Voice of America, consistent with geopolitical motivation.

9. Conclusion

Because few indicators explicitly identify an actor’s motivation, each should be judged by the probability that it indicates cyber espionage. Conversely, the same indicators may suggest alternatives – hacktivism or cyber crime, and any ultimate judgment should give these alternatives equal consideration. Final judgments should consider the probability that each factor indicates a given motivation, and weigh these factors in total to determine the most likely scenario.

Changes in technology, behavior, or other unforeseen circumstances are almost certain to cause actors to eschew current norms. Careful analysis must always consider the previously unseen, especially considering the secretive nature of the cyber espionage actor.
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Abstract: Nowadays, cyber-attacks occur every day in numerous numbers. Cyber threat is real and countries struggle to do their best to be prepared to cope with them. Most of the NATO members are also victims of those attacks. Accordingly, NATO is trying to increase its readiness to win this new type of war. Fortunately, except for Estonia (Mansfield, 2012), there has not been a large scale cyber-attack to any NATO member country, yet. However, this doesn’t necessarily mean that it is unlikely. Secondly, NATO article 5 has never been invoked as a cyber response option in the Alliance’s history. In case of a large scale cyber-attack to a NATO country or countries, can the Article 5 be invoked? If yes, to what degree? May active cyber defense be a method to implement Article 5? This paper tries to find out whether article 5 can be implemented in case of a cyber-attack to a member country and what can be done in retaliatory actions (Tape, 2010). Should the response to a cyber-attack be a counter-cyber-attack or could a full-scale use of force be an option?
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1. Introduction

NATO is an organization that safeguards the freedom and security of its members by political and military means (A political and military alliance, n.d). Although it is a peaceful organization, when diplomatic efforts fail, NATO has the military capacity to undertake crisis-management operations. One of the important articles of Washington Treaty – founding treaty of NATO - is the Article 5. According to Article 5 (North Atlantic Treaty 1949):

*The Parties agree that an armed attack against one or more of them in Europe or North America shall be considered an attack against them all and consequently they agree that, if such an armed attack occurs, each of them, in exercise of the right of individual or collective self-defence recognised by Article 51 of the Charter of the United Nations, will assist the Party or Parties so attacked by taking forthwith, individually and in concert with the other Parties, such action as it deems necessary, including the use of armed force, to restore and maintain the security of the North Atlantic area. Any such armed attack and all measures taken as a result thereof shall immediately be reported to the Security Council. Such measures shall be terminated when the Security Council has taken the measures necessary to restore and maintain international peace and security.*

Article 5 is one of the most important features of the Washington Treaty since it ensures that all members agree to help and use armed force when necessary. In the cold war era this meant a lot and kept the alliance together. However, in this age, threats are much more different than that of 1950’s. For example, in 2006 Riga Summit, cyber-attacks were deemed among asymmetric threat (NATO, 2006). To encounter those threats in accordance with Article 5 is a question that remains in this era.

Cyber threats are among the most important threats of this century. As long as cyber-attacks have prevailed and threatened the countries’ security, NATO members developed their cyber defense capabilities. A lot of efforts have been put forward to improve those capabilities. Today, NATO is in a better position in terms of cyber capabilities compared to that of 1990’s. After the Estonia cyber-attack, NATO made some noteworthy progress as to its cyber defense capabilities. First, The Cooperative Cyber Defense Center of Excellence (CCD CoE) was created in 2008 to enhance the capability, cooperation and information sharing among NATO, NATO nations and partners in cyber defense by virtue of education, research and development, lessons learned and consultation (Myrli, 2009). The main tasks of CCD CoE are (Bart, 2013); providing cyber-related doctrines and concepts for the Alliance, hosting and conducting training workshops, courses, and exercises for NATO member states, conducting research and development activities, studying past or ongoing attacks to draw up lessons learned, and providing advice, if asked, during ongoing attacks.

Although NATO members are exposed to cyber-attacks on a daily basis, it has never been considered if Article 5 can be invoked against the attackers. However, when the rising number of cyber-attacks is considered, invoking Article 5 remains as an important question that should be examined thoroughly. While answering the
question of whether Article 5 can be invoked in case of a cyber-attack, there are some important things to point out (Figure 1): the attribution problem, cyberspace definition and threshold of an armed attack. In addition, since cyber warfare is a new warfare method, Article 36 of 1977 Additional Protocol I to the 1949 Geneva Conventions should also be considered.

Figure 1: Problems of invoking Article 5 in cyber attacks

2. Attribution problem

First of all there is an attribution problem in cyber-attacks. It is not easy to say who is behind a cyber-attack since it is relatively easy to hide the evidences. The most important piece of evidence is to find the IP number of attacker. However, you may not be able to find an IP number after an attack, or the IP number you find may be misleading. IP number can be false or may be rerouted to various locations. Another thing to look at in case of a cyber-attack is the structure of malware. The language used in the malware (Arabic, Russian, Chinese etc.) and the time it was compiled tell a lot about the attacker. Yet, this information can easily be forged, as well. Thus, attribution remains difficult in dealing with the attacker (Shakarian et al, 2013).

3. Cyberspace definition

Secondly, cyber-attacks are not always conducted by states. Criminals and even some computer geeks may be behind cyber-attacks. Of course it is not reasonable and possible to invoke Article 5 against some criminals or geeks. Mälksoo (2013) states that even if there is a state behind a cyber-attack there are two requisites to invoke state responsibility:

- cyber-attackers could be qualified as actors supported by state A (or as de facto representatives of the state, in case the respective support is conclusively proven);
- or, it is successfully proven that state A government was standing right behind the cyber-attacks organized against state B.

In addition, since there is no distinction between national, international, public or private layers in cyberspace, the cyberspace that should be defended is disputable. Moreover, it is impossible to defend even any specific area in cyberspace due to the plethora of things to defend but only a single vulnerability is enough to be exploited (Mälksoo: 2013). Hence, due to the complex nature of cyberspace and cyber threats, it is difficult to invoke Article 5.

4. Threshold of an armed attack

Another issue is determining the threshold that will trigger Article 5. Since Article 5 states that there should be an “armed attack” for the NATO member to have a self-defense right according to Article 51 of the Charter of United Nations, a physical mischief is a necessity in this case. As the existing international law on the use of force does not actually prescribe which means could be used by a state for its self-defense – as long as these means are proportional to the extent of the damage caused by an attack on a state and inevitable in order to retaliate the attack, it would follow that a victim of a de facto attack could legitimately use military force to retaliate cyber-attacks (or any other attacks of the non-traditional kind) that have caused its structures and people real and considerable harm, as well (Mälksoo: 2013). Scmitt (2010) states that a cyber-attack standing...
alone will comprise an armed attack when the consequence threshold is reached. Equally, states subjected to an armed attack may elect to respond solely with cyber operations. However, it seems, it is not possible to set a general rule for the cyber-attacks since the effects of the cyber-attacks should be evaluated case by case.

Given all the issues above, invoking Article 5 seems quite problematic indeed. Yet, under any circumstances where a cyber-attack incurs concrete harms as in physical war, attribution is successfully made, and the attacker is a state or a state is responsible for the attacks, Article 5 seems robust enough for a partial and/or full campaign. In this case all response options including military ones can be employed against the attacker. Among these options cyber-attack may take place as well.

5. Article 36

Article 36 of 1977 Additional Protocol I to the 1949 Geneva Conventions states that:

In the study, development, acquisition or adoption of a new weapon, means or method of warfare, a High Contracting Party is under an obligation to determine whether its employment would, in some or all circumstances, be prohibited by this Protocol or by any other rule of international law applicable to the High Contracting Party.

Obviously, cyber warfare is a fairly new warfare. Hence, issues about new warfare falls well under this article. Thus by looking at Article 36 it can be concluded that applying cyber warfare should not be against any of the international law terms. For example, Article 56 states:

Works or installations containing dangerous forces, namely dams, dykes and nuclear electrical generating stations, shall not be made the object of attack, even where these objects are military objectives, if such attack may cause the release of dangerous forces and consequent severe losses among the civilian population. Other military objectives located at or in the vicinity of these works or installations shall not be made the object of attack if such attack may cause the release of dangerous forces from the works or installations and consequent severe losses among the civilian population.

However, experts remind the possibility of a cyber war, with enemy states exploding fuel refineries or sabotaging air traffic control systems (Blitz:2013). Unfortunately, in brief history of cyber attacks, a number of cyber attacks against dams and nuclear power stations has appeared. As Article 56 states, it is prohibited to attack such facilities. Cyber attacks is not an exception. But, since attribution is highly difficult in cyber attacks, such facilities are exposed to cyber attacks. Yet, one should know that this is against the international law.

6. Conclusion

NATO has always been an organization that guarantees the security of its members by political and military means. It has successfully accomplished its core tasks by employing relevant response options. Yet, in this era in which threats are very different from that of the previous age, the organization encounters several impediments in replying the new kinds of threats. One type of those threats, cyber threat remains as an important thorny issue to be clarified.

NATO has accomplished quite well set of things to be better off in this new cyber threatened environment. The Cooperative Cyber Defense Center of Excellence is a good example of those efforts. Every day it is trying to be more prepared to a cyber-war. However, a question still remains to be answered: in case of a cyber-war, whether article 5 can be and to what degree invoked?

In the nature of cyber war there lies some difficulties. For example, how to make the attribution, how to define and defend the cyberspace, and determine the threshold of an armed attack. In addition, since cyber warfare is a relatively new warfare, cyber attack planners should follow article 36 of 1977 Additional Protocol I to the 1949 Geneva Conventions and nothing should contradict international law. In conclusion, Washington Treaty Article 5 seems to be invokable under the conditions that a successful attribution is made, it is proved that the enemy is a state or a state is responsible of the attacks, and a physical mischief occurs.
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Abstract: Human element plays a critical role in cyberwarfare scenarios: a malicious adversary can launch targeted social engineering campaigns to gain unfettered access to sensitive electronic resources, establish unauthorized system persistence, and use the compromised host as a stepping stone for further exploitation, incorporating it into a botnet of controlled nodes. As hardware and software infrastructure protection efforts result in increasingly resilient systems, focus on end-users who constitute a security vulnerability can be expected to increase in the future. However, password database leaks, effectiveness of social engineering, and bring your own device (BYOD) trends in organizations all raise concerns as to the security competencies the general population possess. In the article, we present results of a large-scale questionnaire study pertaining to security habits and BYOD practices of more than 700 participants conducted in the Czech Republic during the period of September—December 2013. Ranging from a preferred operating system to password selection rationale, the answers should be a representative cross-section of how an “average” user maintains their electronic identity online. The snapshot provides valuable insights and actionable intelligence based on which information and communication technology policies in organizations can be modified to better accommodate the patterns discovered. The article maps current state of selected aspects of security in increasingly interconnected, technology-driven global structures where electronic identities supplement real-world ones and their compromise results in significant negative consequences.

Keywords: research, study, questionnaire, BYOD, password, security

1. Introduction

Information and communication technology (ICT) is a cornerstone of modern economies, financial markets, entertainment, medicine, politics, and scientific applications, enabling large-scale data processing and real-time results presentation. Networks allow people and organizations to connect across geographical boundaries, obviating the need for physical presence while fostering productivity and cost effectiveness. A majority of corporations and public administrations adopted ICT to process various types of sensitive records and communicate with clients and citizens.

However, due to its increasing complexity, ICT is nowadays an extensive system of interrelations between hardware, software, people, and processes each of which suffers from weaknesses third parties can exploit and circumvent their intended functionality. Recognizing this, countermeasures have been put in place designed to mitigate or eliminate exploitable vulnerabilities. While we argue hardware, software, and processes can be modified to a high degree, the human factor is notoriously error-prone, its mindset almost impervious to change in short term, and behavior patterns by which it is governed unpredictable. Furthermore, as programmatic defensive measures have become more sophisticated, people are increasingly perceived as the single weakest link of security. Systematic research in this area is therefore warranted in order to understand motives and real-world practices of users, particularly in face of emerging trends such as Bring Your Own Device (BYOD) which sees integration of user-owned mobile devices with corporate ICT infrastructures.

In the article, we present a large-scale questionnaire research conducted during the period of September—December 2013 which polled users on various aspects of ICT. Employing offline data collection methodology, the results are not limited to Internet-proficient respondents, but are based on a cross-section of general population instead. It is structured as follows: section 2 provides brief overview of BYOD and password management, two factors which will be preferentially scrutinized. Sections 3 contains main contributions including findings and viable attack vectors. Section 4 offers concluding remarks.

We believe the research contributes to user-side security with actionable intelligence for organizations attempting to improve their ICT resilience by addressing vulnerabilities in the human element.
2. Selected Aspects of ICT Security

In this section, we briefly examine selected aspects of two trends pertinent to ICT security. The first one emerged due to rapid adoption of smart mobile devices and their interactions with sensitive data in organizations, the second one is an ongoing issue where a balance needs to be established between user comfort and security.

2.1 BYOD

The idea of ubiquitous computing as unrestricted, pervasive electronic resource availability, networks of interconnected devices, and scalability was envisioned as “…[t]he idea of integrating computers seamlessly into the world at large…” (Weiser 1991). A more recent delimitation sees it as utilizing “…countless very small, wirelessly intercommunicating microprocessors, which can be more or less invisibly embedded into objects” (Friedewald and Raabe, 2011). One device class in particular has brought ubiquitous computing to consumers: small form factor devices, specifically smartphones and tablets. It was noted that “…[t]he emerging capabilities of smart phones are fueling the rise in the use of mobile phones as input devices to the resources available in the environment... The ubiquity of mobile phones gives them great potential to be the default physical interface for ubiquitous computing applications” (Ballagas et al, 2006). We will further discuss smartphones because their ubiquity among users presents a challenge for effective security management.

Growth of smartphone ecosystem led to the introduction of BYOD (Bring Your Own Device) or more recently, BYOT (Bring Your Own Technology), subsets of consumerization aimed at mobile hardware (Scarfo, 2012) and hardware with software, respectively. Apart from privacy issues, security challenges were pointed out as well, and “[w]ith the advent of cloud storage with its partitions, care should be taken in-house to ensure that data is partitioned and individual users only get access to the information they need to perform their assigned duties” (Miller, Voas, and Hurlburt 2012). The authors also admit that “…little attention has been paid to this issue, but that's a problem that will need to be addressed if BYOD and BYOT become adopted widely...” Irreversible modifications are not an option which “…stems from the fact that given the device does not belong to the enterprise, the latter does not have any justification – and rightly so – in modifying the underlying kernel of the personal device of the employee” (Gessner et al, 2013).

Mobile cyberwarfare has thus been in the focus of the security community and is believed to be the next stage where the asymmetric conflict between attackers and defenders, the former attempting to penetrate the system by finding an exploitable vector, the latter attempting to cover every possible venue, will take place (Sarga, Jašek, 2013). User participation is necessary as smartphone functionality becomes on par with desktop stations.

One way to manage disparate mobile devices is through profiles. We understand profiles as collections of permissions and restrictions installed on the device which can be utilized for setting mandatory policies when remotely accessing information systems processing sensitive data. Companies use them in situations where permanent modifications cannot be utilized because the devices belong to employees. By deploying a means which ensures best security practices (encryption, password composition) are met when accessing internal electronic assets, the perpetrator cannot employ techniques such as man-in-the-middle (MITM) where data are passively intercepted or actively modified when passing through a malicious node, the result of connecting to unsecured wireless networks.

2.2 Password Management

Passwords are common, intuitive means of authentication. However, “[a]lthough the user selects a password by combining characters or numbers than can be selected from the keyboard, [passwords consisting] of consecutive numbers, specific words or sentences are frequently used for the most part” (Kim, 2012). The practice is not exclusive to mobile devices where convenience and typing speed is preferred over complexity but also in situations where full keyboard is available. Empirical findings on patterns found in passwords (Klein, 1990; Zviran and Haga, 1999; Yampolskiy, 2006) have corroborated the hypothesis “…people's choice of passwords is non-uniform, leading to some passwords appearing with a high frequency...” One consequence of this: a relatively small number of words can have a high probability of matching a user's password. To combat this, sites often ban dictionary words or common passwords... in an effort to drive users away from more common passwords” (Malone and Maher, 2012).
As password choices were found strongly non-uniform and word lists can be used to compile likely candidates, brute-force enumeration covering the whole search space and assuming each string (password) is equally likely to occur has been refined and optimized into a dictionary attack. Defined as “[a]n attack that uses a brute-force technique of successively trying all the words in some large, exhaustive list,” (Shirey, 2007) it increases search space without resorting to large-scale enumeration by employing a sophisticated set of rules to mutate the strings in the source dictionary.

Organizations can mandate minimum password composition requirements to ensure the work factor for any malicious third party is prohibitively high, supposing a strong one-way cryptographic hash function has been used to convert the string. The policies should vary for desktops with dedicated input peripherals and smartphones employing touch interfaces and virtual keyboards on screen. Yan et al (2004) state the following: “Good password appear to be random characters. The wider the variety of characters the better. Mixing letters with numbers is better than letters alone. Mixing special characters with number and letters is better still. One recommendation that seems increasingly popular is the pass phrase approach to password generation.” Empirical results favor passwords of length at least 16 (Kelley, 2012) consisting of non-repeating characters which do not form discernible patterns, or can be found in a dictionary. Password length should increase with advances in hardware performance, parallel computations, and algorithm design.

We argue decoupling users from security to the highest extent possible is warranted. The concept, titled security as a service (SECaaS), is based on the assumption low-level details should be hidden from users who request a service, e.g., strong password, and the system provides it with minimum delay. Generating login credentials coupled with dedicated software storing them in encrypted containers is an example of how organizations can assure high level of protection while maintaining user comfort. Each employee is asked to remember a single string (alternatively, biometric authentication can be used) to access their database from which passwords can be copied, precluding the need for memorization.

Three factors influencing password security are complexity, length, and uniqueness. Brute-force attacks exploit short length by covering the search space exhaustively. At the expense of long execution time, it is guaranteed to find the password every time; for longer strings, dedicated hardware components with larger throughputs are preferred over central processing units (CPU). Hardware being currently capable to enumerate all passwords up to and including 8 characters, the bound will increase which should be reflected in the composition policies. Dictionary attacks exploit low uniqueness where word list entries are copied or slightly modified, e.g., substituting characters, prepending/appending symbols, or concatenating several words. The schemes do little to thwart even low-skilled adversaries who can employ simple rules designed to reveal the original string.

3. Questionnaire Research Findings

Data for the research was sourced from Master degree students at the Faculty of Management and Economics, Tomas Bata University in Zlin in both full-time and distance forms, each was instructed to distribute and return 10 copies in paper form. Questionnaires were handed over in September 2013 and returned during the period of October—December 2013. The sample exclusively comprises citizens of the Czech Republic. The data were manually typed into a Microsoft Excel spreadsheet, imported and processed using IBM SPSS Statistics 22 which generated all tables and graphs presented in the article.

An important future research venue is to extend the research to other countries, and thus validate the results which are currently applicable only to the Czech Republic on a larger statistical sample. Even though we hypothesize no significant differences will be found, mapping user sentiments across geographic boundaries ensures the findings are applicable globally instead of locally.

The questionnaire consisted of four parts: general IT overview, mobile phones, additional questions, and personal information. The two categories presented here are general IT overview and mobile phones. We first present gender and age structure of respondents, denoted as q4.1 and q4.2, respectively. Figure 1 demonstrates the compositions.
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Three age groups were more frequently included compared to others, namely 19—25 which suggests students filled out the questionnaire themselves, 26—35, and 46—55. The results are therefore mainly indicative of the opinions and practices of the three most populous groups, providing insight into how they perceive and apply security principles in real-world situations.

3.1 BYOD

Out of 782 valid answers, 518 respondents (66.2 %) acknowledged having a smartphone or a tablet, 264 (33.8 %) answered negatively. Though the research was a one-time event, conducting the survey at multiple reference points would allow for analyzing whether the adoption rates increase, stagnate, or decrease over time. Assuming the general population gradually migrate towards newer technologies, it can be hypothesized smartphone share will rise, especially as cheaper models are promoted which justify the cost for consumers whose needs have so far been satisfied by feature phones. Mobile operating system preference is depicted in Figure 2. The breakdown is as follows: from 730 valid answers, 221 (30.3 %) respondents indicated no preference, 341 favored Android (46.7 %), 98 iOS (13.4 %), 65 Windows Phone (8.9 %), and 5 other operating systems (0.7 %), specifically BlackBerry.

![Figure 1: Age and gender composition of the representative sample (Own work)](image1)

![Figure 2: Mobile operating systems preferences (Own work)](image2)
Android is the most popular mobile operating system with almost half of research participants preferring it. We claim a broad portfolio of low-cost, affordable devices contribute to the results. Compared with iOS found on relatively high-priced devices, the open-source nature of Android allows customizations and deployment on heterogeneous hardware setups. This fosters user adoption but also leads to version erosion and security risks because vendors routinely discontinue support for their products, leaving them open to vulnerabilities discovered and patched in later iterations. The fact was particularly noticeable on Android 2.3.x which lacked many security features mitigating execution of malware.

As for why the particular mobile operating system, and in extension the platform, is favored, respondents were asked for specific reasons. From 643 valid answers, the following were listed as the most important:

- applications (117, 18.3%),
- it was a gift (110, 17.2%),
- aesthetics (52, 8.1%),
- previous experience (50, 7.8%),
- brand (44, 6.9%),
- recommendations from relatives or friends (44, 6.9%),
- combination of aesthetics, applications, and brand (23, 3.6%),
- switch from another platform (22, 3.4%),
- other reason (18, 2.8%).

Application ecosystem proves to be the deciding factor when choosing a phone. The second most-cited reason, gift, suggests respondents do not seek particular brand but are content with whatever smartphone they are given as their fundamental capabilities are largely unchanged. We believe consumers switching from feature phones would belong in this category, or alternatively would be influenced by recommendations from relatives or friends, preferring identical user experience. Aesthetics and previous experience were represented almost identically, brand was also cited as somewhat relevant, hinting at certain socio-economic status or non-explicit associations tied with owning a particular brand. Design philosophy apparently sees some users inclining towards tightly-controlled touch interfaces while others value broad customization. Switch from another platform could either suggest dissatisfaction or willingness for experimentation. Among other reasons, open-source nature and price-quality ratio dominated; price was not singled out, strongly suggesting it is secondary for the research participants.

The scope of smartphone use is demonstrated in Figure 3. Each main option was assigned a numeric code (1—5) and combinations were denoted as 1+2, 1+3, etc.

Figure 3: Main uses of smartphones in the representative sample of respondents. 1: email, web; 2: apps; 3: SMS, calls, no Internet; 4: music, movies, photos; 5: other things (Own work)
Three groups summing up to more than 60% of valid answers are accessing Internet, using basic functions (SMS, calls), and a combination of Internet, applications, basic functions, and multimedia. The trend of smartphones complementing portable and stationary computers can be expected and clearly shows BYOD management in organizations is necessary to be addressed as security implications of compromised mobile devices will grow with more consumers replacing old technology with Internet-enabled endpoints.

However, it seems trust towards smartphones has not reached a point when they would be considered pertinent for sensitive online operations, e.g., banking: out of 746 valid answers, 469 participants (62.9%) reported they would rather pick a PC/notebook instead of their mobile device; on the other hand, 243 (32.6%) do not have issues with using smartphones in such circumstances. If the trend is indeed on the rise, we expect the uptake would be much slower especially in new users due to distrust towards and unfamiliarity with the new technology. In time, the attitude may change and accessing sensitive accounts may become a matter of habit, lowering inhibitions and security awareness in favor of comfort. Hence, countermeasures such as profiles should be deployed immediately after the device has been integrated into the organizational network. The last question polled participants whether they would be willing to install a profile on their mobile device. Figure 4 demonstrates the results.

<table>
<thead>
<tr>
<th>N</th>
<th>Valid</th>
<th>Missing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Frequency</td>
<td>Percent</td>
</tr>
<tr>
<td><strong>Valid</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I would mind</td>
<td>325</td>
<td>41.5</td>
</tr>
<tr>
<td>No, I wouldn’t mind</td>
<td>168</td>
<td>21.4</td>
</tr>
<tr>
<td>Yes, as long as I can switch it off</td>
<td>133</td>
<td>17.0</td>
</tr>
<tr>
<td>Only if the company wanted me to</td>
<td>131</td>
<td>16.7</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>757</td>
<td>96.6</td>
</tr>
<tr>
<td><strong>Missing</strong></td>
<td>999</td>
<td>3.4</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>784</td>
<td>100.0</td>
</tr>
</tbody>
</table>

**Figure 4:** Attitude of respondents towards profiles (Own work)

Around 43% of respondents claimed profiles are unacceptable and dismissed them outright while 17.6% were not against having a programmatic safeguards in place as long as they can be turned off should the need arise. Some users (22.2%) do not see any issues with adding a profile regardless of whether it can be disabled. It is argued profiles are perceived as novel, unproven technology which coupled with lack of information about their underlying technical principles leads to misinformation. This can be counteracted by training and objective evaluation of advantages and disadvantages they pose for mobile devices, lessening enmity for profiles and BYOD management generally. Albeit opposition from some users will remain, the current situation would very likely change and the unacceptability rate decrease in favor of unconditional acceptance or assurance of administrative smartphone control retention. On the other hand, profiles are tailored for protecting sensitive organizational electronic assets with minimum impact to convenience; users should expect an adjustment period as new policies are implemented in day-to-day operations.

### 3.2 Passwords

Figure 5 presents length breakdown of the most important password the participants were asked to think of; the question did not specifically ask for the string.
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Three out of four respondents in the sample have passwords no longer than 11 characters, with 56.4% having their password between 7 and 11 characters. While the trend of moving away from shorter strings is clear, passwords have several attributes contributing to how resilient they are against reverse engineering attempts; these were discussed in Section 2.2. While emphasis is frequently put on length due to seemingly sound logic (“The longer the password, the harder it is to guess.”), if the sequence is generic and predictable, length does not provide any security added value. Other aspects are therefore important as well. Lowercase and uppercase characters, numbers, and special symbols do not occur in real-world situations frequently due to decrease in user comfort when typing them. The following two figures demonstrate composition properties, specifically lowercase and uppercase characters (Figure 6), symbols and spaces (Figure 7). The participants were not asked for the number of letters to ensure their password could not be reconstructed in its entirety.

Figure 5: Password length breakdown (Own work)

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;6 characters</td>
<td>143</td>
<td>18.2</td>
<td>18.5</td>
<td>18.5</td>
</tr>
<tr>
<td>7–11 characters</td>
<td>435</td>
<td>55.5</td>
<td>56.4</td>
<td>75.0</td>
</tr>
<tr>
<td>12–18 characters</td>
<td>155</td>
<td>19.8</td>
<td>20.1</td>
<td>95.1</td>
</tr>
<tr>
<td>17–21 characters</td>
<td>23</td>
<td>2.9</td>
<td>3.0</td>
<td>98.1</td>
</tr>
<tr>
<td>22+ characters</td>
<td>15</td>
<td>1.9</td>
<td>1.9</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>771</td>
<td>98.3</td>
<td>100.0</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>999</td>
<td>1.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>784</td>
<td>100.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 6: Distribution of lowercase (left) and uppercase (right) characters in passwords protecting respondents’ most important account (Own work)

The results confirm users value comfort rather than security when composing and changing passwords. Out of 721 valid answers, the following was discovered:

- 83 (11.5%) changed their password in last 30 days,
- 108 (15%) did so during last three months,
- 121 (16.8%) no more than 6 months back,
- 218 (30.2%) during the last year,
- 186 (25.8%) never changed their password,
- 5 (0.7%) provided different answers usually stating they cannot remember exactly, suggesting more than a year.
Combination of weak passwords and their slow replacement creates viable attack vectors for adversaries. Should they get hold of hash-obfuscated strings, 56% of users in the sample would use the same password for a year or more, and 72.8% for at least 6 months, enough to use sophisticated reverse engineering techniques. Passwords predominantly include lowercase characters, 1–2 uppercase letters and symbols on average, and almost no spaces, limiting the search space considerably; uppercase letters can be with high probability expected on the very first position. These constraints allow to prune the candidate list further, decreasing the time factor involved. Moreover, more assumptions may hold which stems from total length. For example: while it is almost certain shorter (at most 6-character) passwords were selected for memorability, the same could likely be said about the 7–11 group, a length well within the capacity of an average user to remember, particularly when the string has personal significance. We hypothesize even very long strings could be defeated if suitable dictionary is employed.

Major composition rules identified include words found in dictionaries without modifications (248 out of 749 answers) and prepending/appending them with numbers, letters, or symbols (249); minor rules included typing random characters (117) and substitution (82). Both are trivial to implement in software and thus vulnerable. Plain dictionary entries only necessitates matching the correct word with the password, a fast algorithm executable in parallel even on consumer-grade setups. Depending on the quality of the prepended/appended sequence, the same could be stated of the second rule. Joining multiple common words together increases the time factor but should still be treated as unsafe because dedicated hardware components can substantially speed up the computations while not being overly taxing for a dedicated attacker. Substitution does little to thwart reverse engineering and due to its popularity among users, the rules have evolved and are now highly effective against common alterations. Typing random characters may seem secure; nevertheless, since the string needs to be memorized and no password manager is usually employed (see below), the characters likely represent keyboard patterns, e.g., “qwerty” guaranteed to be included in word lists freely available on the Internet.

The most popular choices for storing and reusing passwords are one master string for multiple accounts, and memorizing several unique credentials without reuse. The other two sparsely-populated categories are writing the password down and keeping it either private, e.g., wallet, or keeping it public, e.g., office desk. The secure alternative, password manager, was represented by 0.8% of the 774 valid answers, a negligible proportion. Repercussions of a single string compromise includes complete electronic identity takeover, memorizing unique credentials also does not improve security as it is highly improbable an individual can recall multiple complex sequences of symbols sampled from all character sets organized so that they are impervious to dictionary and brute-force attacks. A more plausible scenario is several memorable passwords consisting of dictionary words combined together, or with a substitution scheme applied. While the threat is reduced to at most one account in this case, credentials management is cumbersome and concessions are likely made, e.g., incrementing the prepended/appended number and leaving the rest unchanged when rotating passwords. Writing down sensitive information is strongly discouraged as physical acquisition then becomes viable.
4. Conclusion

The results are evidence which support conclusions made by other empirical studies in Section 2.2 claiming password composition policies are skewed towards memorability, with security of secondary importance. We believe the trend will continue until credentials managers do not gain traction among users. Organizations could pioneer the process and introduce enterprise-wide SECaaS solutions, i.e., provide security services which abstract from low-level technical details. By integrating ergonomics, graphical user interface (GUI) design, and human—computer interaction, users can be presented with attractive, clean, intuitive, and usable frontends.
Smart mobile devices are proliferated and some respondents utilize them for work-related tasks as well as entertainment. While desktop computers and notebooks boast larger screens and higher computational performance, broad application ecosystem, portability, and advanced features (Global Positioning System, touch interfaces) make smartphones a preferred choice for activities previously reserved for computers. With introduction of multi-core processing, we argue hardware performance will gradually become comparable to high-range stations while retaining energy efficiency. Tablets and phablets (portmanteau of “phone” and “tablets”) address the limited screen estate problem and at the same time provide higher screen resolutions than average consumer-grade monitors. We are of the opinion users will increasingly tend towards mobile devices and security concerns in companies will have to be addressed accordingly.
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